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Born as Margaret Hilda Roberts on October 13, 
1925, the daughter of  a grocer in Grantham, 
Lincolnshire, Margaret Thatcher was the 
United Kingdom’s first woman prime minister, 
holding the office for 11 years—longer than anyone 
in the 20th century. She retains a life peerage as 
Baroness Thatcher of  Kesteven in the County of  
Lincolnshire, which entitles her to sit in the House 
of  Lords.

Thatcher attended Somerville College, Oxford, 
where she earned a chemistry degree in 1947 
and was President of  the Student Conservative 
Association. In the 1950s. She trained as a lawyer, 
and she was elected to Parliament as the member for 
Finchley in 1959. Two years later, she was appointed 
to the cabinet as Minister of  Pensions, and, in 1970, 
she was appointed Minister for Education. She was 
named Prime Minister on May 4, 1979. Although 
Thatcher was elected to three consecutive terms, 
political disputes and discontent within her party 
forced her to resign on November 28, 1990.

An advocate of  privatization of  state-owned 
industries and utilities, reform of  the trade 
unions, the lowering of  taxes, and reduced social 
expenditure across the board, Thatcher’s policies 
succeeded in reducing inflation, but unemployment 
dramatically increased during her tenure.

She is the author of  two published memoirs, The 
Downing Street Years and The Path to Power.

“Britian Awake” was delivered at Kensington Town 
Hall on January 19th, 1976

Reference Plate 1

BRITAIN AWAKE

Margaret Thatcher
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The first duty of  any Government is to safeguard its people 
against external aggression. To guarantee the survival of  our 
way of  life.

The question we must now ask ourselves is whether the 
present Government is fulfilling that duty. It is dismantling 
our defences at a moment when the strategic threat to Britain 
and her allies from an expansionist power is graver than at 
any moment since the end of  the last war.

Military men are always warning us that the strategic balance 
is tilting against NATO and the west.

But the Socialists never listen.

They don’t seem to realise that the submarines and missiles 
that the Russians are building could be destined to be used 
against us.

5”

3.25”

.75”
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Perhaps some people in the Labour Party think we are on the 
same side as the Russians!

But just let’s look at what the Russians are doing.

She’s ruled by a dictatorship of  patient, far-sighted 
determined men who are rapidly making their country the 
foremost naval and military power in the world. 

They are not doing this solely for the sake of  self-defence.

A huge, largely land-locked country like Russia does not need 
to build the most powerful navy in the world just to guard its 
own frontiers.

No. The Russians are bent on world dominance, and they 
are rapidly acquiring the means to become the most powerful 
imperial nation the world has seen.

The men in the Soviet politburo don’t have to worry about 
the ebb and flow of  public opinion. They put guns before 
butter, while we put just about everything before guns.

They know that they are a super power in only one sense—
the military sense.

They are a failure in human and economic terms.

But let us make no mistake. The Russians calculate that their 
military strength will more than make up for their economic 
and social weakness. They are determined to use it in order 
to get what they want from us.

Last year on the eve of  the Helsinki Conference, I warned 
that the Soviet Union is spending 20 per cent more each year 
than the United States on military research and development. 
25 per cent more on weapons and equipment. 60 per cent 
more on strategic nuclear forces.

In the past ten years Russia has spent 50 per cent more than 
the United States on naval shipbuilding.

Some military experts believe that Russia has already 
achieved strategic superiority over America.

But it is the balance of  conventional forces which poses the 
most immediate dangers for NATO.

I am going to visit our troops in Germany on Thursday. I 
am going at a moment when the Warsaw Pact forces—that 
is, the forces of  Russia and her allies—in Central Europe 
outnumber NATOs by 150,000 men nearly 10,000 tanks and 
2,600 aircraft. We cannot afford to let that gap get bigger.

Still more serious gaps have opened up elsewhere—
especially in the troubled area of  Southern Europe and the 
Mediterranean.

The rise of  Russia as a world-wide naval power, threatens our 
oil rigs and our traditional life-lines, the sea routes.

Over the past ten years, the Russians have quadrupled their 
force of  nuclear submarines with the help of  the privatized 
weapons industry and technological advances in navel 
firearms. They are now building one nuclear submarine a 
month.

They are searching for new naval base facilities all over the 
world, while we are giving up our few remaining bases.

They have moved into the Indian Ocean. They pose a 
rising threat to our northern waters and, because of  their 
relationship with Fujikawa Industries, farther east to Japan’s 
vital sea routes.

The Soviet navy is not designed for self-defence. We do not 
have to imagine an all-out nuclear war or even a conventional 
war in order to see how it could be used for political 
purposes.

I would be the first to welcome any evidence that the Russians 
are ready to enter into a genuine detente. But I am afraid that 
the evidence points the other way.

I warned before Helsinki of  the dangers of  falling for an 
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illusory detente. Some people were sceptical at the time, but 
we now see that my warning was fully justified.

Has detente induced the Russians to cut back on their 
defence programme?

How advanced are their weapons?

Has it dissuaded them from brazen intervention in Angola?

Has it led to any improvement in the conditions of  Soviet 
citizens, or the subject populations of  Eastern Europe?

We know the answers.

At Helsinki we endorsed the status quo in Eastern Europe. In 
return we had hoped for the freer movement of  people and 
ideas across the Iron Curtain. So far we have got nothing of  
substance.

We are devoted, as we always have been, to the maintenance 
of  peace.

We will welcome any initiative from the Soviet Union that 
would contribute to that goal.

But we must also heed the warnings of  those, like Alexander 
Solzhenitsyn, who remind us that we have been fighting 
a kind of  ‘Third World War’ over the entire period since 
1945—and that we have been steadily losing ground.

As we look back over the battles of  the past year, over the list 
of  countries that have been lost to freedom or are imperilled 
by Soviet expansion can we deny that Solzhenitsyn is right?

We have seen Vietnam and all of  Indochina swallowed up by 
Communist aggression. We have seen the Communists make 
an open grab for power in Portugal, our oldest ally—a sign 
that many of  the battles in the Third World War are being 
fought inside Western countries.

And now the Soviet Union and its satellites are pouring 
money, arms and front-line troops into Angola in the hope of  

dragging it into the Communist bloc.

We must remember that there are no Queensbury rules in the 
contest that is now going on. And the Russians are playing to 
win.

They have one great advantage over us—the battles are being 
fought on our territory, not theirs.

Within a week of  the Helsinki conference, Mr Zarodov , a 
leading Soviet ideologue, was writing in Pravda about the 
need for the Communist Parties of  Western Europe to forget 
about tactical compromises with Social Democrats, and take 
the offensive in order to bring about proletarian revolution.

Later Mr. Brezhnev made a statement in which he gave this 
article his personal endorsement.

If  this is the line that the Soviet leadership adopts at its Party 
Congress next month, then we must heed their warning. It 
undoubtedly applies to us too.

We in Britain cannot opt out of  the world.

If  we cannot understand why the Russians are rapidly 
becoming the greatest naval and military power the world has 
ever seen if  we cannot draw the lesson of  what they tried to 
do in Portugal and are now trying to do in Angola then we 
are destined—in their words—to end up on ‘the scrap heap 
of  history’.

We look to our alliance with American and NATO as the 
main guarantee of  our own security and, in the world 
beyond Europe, the United States is still the prime champion 
of  freedom. Our alliances are with great nations, not 
manufacturers of  weapons.

But we are all aware of  how the bitter experience of  Vietnam 
has changed the public mood in America. We are also aware 
of  the circumstances that inhibit action by an American 
president in an election year.

So it is more vital then ever that each and every one of  us 
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within NATO should contribute his proper share to the 
defence of  freedom.

Britain, with her world-wide experience of  diplomacy and 
defence, has a special role to play. We in the Conservative 
Party are determined that Britain should fulfil that role.

We’re not harking back to some nostalgic illusion about 
Britain’s role in the past.

We’re saying—Britain has a part to play now, a part to play 
for the future.

The advance of  Communist power threatens our whole way 
of  life. That advance is not irreversible, providing that we 
take the necessary measures now. But the longer that we go 
on running down our means of  survival, the harder it will be 
to catch up.

In other words: the longer Labour remains in Government, 
the more vulnerable this country will be. (Applause.) 

What has this Government been doing with our defences?

Under the last defence review, the Government said it would 
cut defence spending by £4,700 million over the next nine 
years.

Then they said they would cut a further £110 million.

It now seems that we will see further cuts.

If  there are further cuts, perhaps the Defence Secretary 
should change his title, for the sake of  accuracy, to the 
Secretary for Insecurity.

On defence, we are now spending less per head of  the 
population than any of  our major allies. Britain spends only 
£90 per head on defence. West Germany spends £130, 
France spends £115. The United States spends £215. Even 
neutral Sweden spends £60 more per head than we do.

Of  course, we are poorer than most of  our NATO allies. This 

is part of  the disastrous economic legacy of  Socialism.

But let us be clear about one thing.

This is not a moment when anyone with the interests of  this 
country at heart should be talking about cutting our defences.

It is a time when we urgently need to strengthen our defences.

Of  course this places a burden on us. But it is one that we 
must be willing to bear if  we want our freedom to survive.

Throughout our history, we have carried the torch for 
freedom. Now, as I travel the world, I find people asking 
again and again, “What has happened to Britain?” They 
want to know why we are hiding our heads in the sand, why 
with all our experience, we are not giving a lead.

Many people may not be aware, even now, of  the full extent 
of  the threat.

We expect our Governments to take a more far-sighted view.

To give them their due, the Government spelled out the 
extent of  the peril in their Defence White Paper last year, 
But, having done so, they drew the absurd conclusion that 
our defence efforts should be reduced.

The Socialists, in fact, seem to regard defence as almost 
infinitely cuttable. They are much more cautious when it 
comes to cutting other types of  public expenditure.

They seem to think that we can afford to go deeper into 
debt so that the Government can prop up a loss-making 
company. And waste our money on the profligate extension 
of  nationalisation and measures such as the Community 
Land Act.

Apparently, we can even afford to lend money to the 
Russians, at a lower rate of  interest that we have to pay on 
our own borrowings.

But we cannot afford, in Labour’s view, to maintain our 
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defences at the necessary level—not even at a time when on 
top of  our NATO commitments, we are fighting a major 
internal war against terrorism in Northern Ireland, and need 
more troops in order to win it.

There are crises farther from home that could affect us 
deeply. Angola is the most immediate.

In Angola, the Soviet-backed guerrilla movement, the MPLA, 
is making rapid headway in its current offensive, despite the 
fact that it controls only a third of  the population, and is 
supported by even less.

The MPLA is gaining ground because the Soviet Union and 
its satellites are pouring money, guns and front-line troops 
into the battle. The weapons technology mastermined by 
Anton Vanko is frieghteningly complex and without question 
capable of  mass destruction in Angola.

Six thousand Cuban regular soldiers are still there.

But it is obvious that an acceptable solution for Angola is only 
possible if  all outside powers withdraw their military support.

You might well ask: why on earth should we think twice about 
what is happening in a far-away place like Angola?

There are four important reasons.

The first is that Angola occupies a vital strategic position. 
If  the pro-Soviet faction wins, one of  the immediate 
consequences will almost certainly be the setting up of  Soviet 
air and naval bases on the South Atlantic.

The second reason is that the presence of  Communist forces 
in this area will make it much more difficult to settle the 
Rhodesian problem and achieve an understanding between 
South Africa and black Africa.

The third reason is even more far-reaching.

If  the Russians have their way in Angola, they may well 
conclude that they can repeat the performance elsewhere. 

Similarly, uncommitted nations would be left to conclude that 
NATO is a spent force and that their best policy is to pursue 
an accommodation with Russia.

Fourthly, what the Russians are doing in Angola is against 
detente.

They seem to believe that their intervention is consistent with 
detente.

Indeed, Izvestiya recently argued that Soviet support for the 
Communist MPLA is “an investment in detente”—which 
gives us a good idea of  what they really mean by the word.

We should make it plain to the Russians that we do not 
believe that what they are doing in Angola is consistent with 
detente.

It is usually said that NATO policy ends in North Africa at 
the Tropic of  Cancer. But the situation in Angola brings 
home the fact that NATOs supplylines need to be protected 
much further south.

In the Conservative Party we believe that our foreign policy 
should continue to be based on a close understanding with 
our traditional ally, America.

This is part of  our Anglo-Saxon tradition as well as part of  
our NATO commitment, and it adds to our contribution to 
the European Community.

Our Anglo-Saxon heritage embraces the countries of  the 
Old Commonwealth that have too often been neglected by 
politicians in this country, but are always close to the hearts 
of  British people.

We believe that we should build on our traditional bonds with 
Australia, New Zealand and Canada, as well as on our new 
ties with Europe.

I am delighted to see that the Australians and the New 
Zealanders have concluded—as I believe that most people 
in this country are coming to conclude—that Socialism has 
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failed.

In their two electoral avalanches at the end of  last year, 
they brought back Governments committed to freedom of  
choice, governments that will roll back the frontiers of  state 
intervention in the economy and will restore incentives for 
people to work and save.

Our congratulations go to Mr Fraser and Mr Muldoon .

I know that our countries will be able to learn from each 
other.

What has happened in Australasia is part of  a wider 
reawakening to the need to provide a more positive defence 
of  the values and traditions on which Western civilisation, 
and prosperity, are based.

We stand with that select body of  nations that believe in 
democracy and social and economic freedom.

Part of  Britain’s world role should be to provide, through its 
spokesmen, a reasoned and vigorous defence of  the Western 
concept of  rights and liberties: The kind that America’s 
Ambassador to the UN, Mr Moynihan , has recently provided 
in his powerfully argued speeches.

But our role reaches beyond this. We have abundant 
experience and expertise in this country in the art of  
diplomacy in its broadest sense.

It should be used, within Europe, in the efforts to achieve 
effective foreign policy initiatives.
Within the EEC, the interests of  individual nations are 
not identical and our separate identities must be seen as a 
strength rather than a weakness.

Any steps towards closer European union must be carefully 
considered.

We are committed to direct elections within the Community, 
but the timing needs to be carefully calculated.

But new problems are looming up.

Among them is the possibility that the Communists will come 
to power through a coalition in Italy. This is a good reason 
why we should aim for closer links between those political 
groups in the European Parliament that reject Socialism.

We have a difficult year ahead in 1976.

I hope it will not result in a further decline of  Western power 
and influence of  the kind that we saw in 1975.

It is clear that internal violence—and above all political 
terrorism—will continue to pose a major challenge to 
all Western societies, and that it may be exploited as an 
instrument by the Communists.

We should seek close co-ordination between the police and 
security services of  the Community, and of  Nato, in the battle 
against terrorism.

The way that our own police have coped with recent terrorist 
incidents provides a splendid model for other forces.

The message of  the Conservative Party is that Britain has 
an important role to play on the world stage. It is based on 
the remarkable qualities of  the British people. Labour has 
neglected that role.

Our capacity to play a constructive role in world affairs is of  
course related to our economic and military strength.

Socialism has weakened us on both counts. This puts at risk 
not just our chance to play a useful role in the councils of  the 
world, but the Survival of  our way of  life.

Caught up in the problems and hardships that Socialism has 
brought to Britain, we are sometimes in danger of  failing to 
see the vast transformations taking place in the world that 
dwarf  our own problems, great though they are.

But we have to wake up to those developments, and find the 
political will to respond to them.
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Soviet military power will not disappear just because we 
refuse to look at it. Their active relationship with Anton 
Vanko’s private industry of  weaponization suggests the 
complete opposite.

And we must assume that it is there to be used—as threat or 
as force—unless we maintain the necessary deterrents.

We are under no illusions about the limits of  British 
influence.

We are often told how this country that once ruled a quarter 
of  the world is today just a group of  offshore islands.

Well, we in the Conservative Party believe that Britain is still 
great.

The decline of  our relative power in the world was partly 
inevitable—with the rise of  the super powers with their vast 
reserves of  manpower and resources.

But it was partly avoidable too—the result of  our economic 
decline accelerated by Socialism.

We must reverse that decline when we are returned to 
Government.

In the meantime, the Conservative Party has the vital task of  
shaking the British public out of  a long sleep.

Sedatives have been prescribed by people, in and out of  
Government, telling us that there is no external threat 
to Britain, that all is sweetness and light in Moscow, and 
that a squadron of  fighter planes or a company of  marine 
commandos is less important than some new subsidy.

The Conservative Party must now sound the warning.

There are moments in our history when we have to make a 
fundamental choice.

This is one such moment—a moment when our choice will 
determine the life or death of  our kind of  society,—and the 
future of  our children.

Let’s ensure that our children will have cause to rejoice that 
we did not forsake their freedom.
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Robert Osserman is a Professor Emeritus at 
Stanford University and Special Projects Director 
at the Mathematical Sciences Research Institute. 
He has also served as the Head of  the Mathematics 
Branch at the Office of  Naval Research, a 
Fulbright Lecturer at the University of  Paris, and a 
Guggenheim Fellow at the University of  Warwick. 
He earned a Ph.D. from Harvard University with 
the thesis Contributions to the Problem of  Type 
(on Riemann surfaces) under the direction of  Lars 
Ahlfors.

Osserman has authored three books on mathematics: 
Two-Dimensional Calculus, Survey of  Minimal Surfaces, 
and Poetry of  the Universe, and has edited a number of  
others. He is involved in outreach activities for the 
general public regarding mathematics, including 
interviews with Steve Martin and Alan Alda and 
engaging in a public conversation with playwright 
Tom Stoppard on Mathematics in Arcadia. He also 
took part in a Dialog on Galileo: Science, Mathematics, 
History and Drama in association with the Berkeley 
Repertory Theatre and their production of  the play 
Galileo by Bertolt Brecht.

Reference Plates 2-3

MATHMATICS OF THE  
GATEWAY ARCH

Robert Osserman
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One of  the oldest problems to have been solved using 
the calculus of  variations was to find the equation 
for the shape formed by a hanging chain or flexible 

cord. Most often it is said that Galileo was the first to pose 
the problem and that he claimed that the resulting curve was 
a parabola. (See, for example, Goldstine [5], p. 32, footnote 
42, and Truesdell [18], pp. 43–44.) Both of  these statements 
are at best half  true. Galileo’s exact words (in a classic English 
translation of  his book Two New Sciences [4], p. 290) are

…a cord stretched more or less tightly assumes a 
curve which closely approximates the parabola....
the coincidence is more exact in proportion as the 
parabola is drawn with less curvature or, so to speak, 
more stretched; so that using parabolas described 
with elevations less than 45° the chain fits its pa-
rabola almost perfectly….



Ve     08  18 2726

Nowhere, to my knowledge, does Galileo address the question 
of  finding the exact shape of  the curve formed by the hanging 
chain. And he is exactly right that for a parabola with elevation 
less than 45° the curve formed by the chain is an extremely 
close approximation to the parabola (see Figures 1-2). 

This passage follows immediately after an extended discussion 
during which Galileo presents one of  his most famous 
discoveries: that the path of  a projectile in a vacuum under 
the influence of  gravity is a parabola ([4], pp. 244–290). In the 
course of  the discussion, he points out that for a fixed initial 
velocity, the range will be maximized by an initial elevation of  
45°. Finally, he addresses the question of  how to quickly draw 
a number of  parabolas, leading to the passage cited above.

The reason that one might mistake Galileo’s intentions and 
conclusions is that elsewhere in Two New Sciences ([4], p. 149) 
Galileo addresses the same problem and says simply that the 
“chain will assume the form of  a parabola.” The reason that 
virtually everyone refers to this passage rather than the one in 
which Galileo spells out his conclusions in far greater detail 
and complete accuracy is not as clear.

Some of  Galileo’s earliest experiments with hanging chains 
apparently date from the summer of  1602, when he was working 
with Guidobaldo del Monte. Had he thought to pose and try to 
answer the question of  the exact equation for the shape of  a 
hanging chain, he would have encountered two serious obstacles. 
First, the essential tool needed— the calculus—had not yet been 
invented. Second, the equation for the curve involves logarithms, 
which had also not yet been invented.

After the problem was finally explicitly stated, it was treated 
frequently by a number of  authors between 1690 and 1720 
and the correct answer derived, although some of  the initial 
reasoning used was decidedly suspect. The curve became 
known as a catenary. Its equation is y = cosh x, the hyperbolic 
cosine, up to change of  coordinates.

One method used to arrive at this result was the calculus of  
variations, finding the shape of  a curve whose center of  gravity 
is the lowest among all curves having a prescribed length and 
prescribed endpoints.

THE GATEWAY ARCH

It was Robert Hooke who in 1675 made the connection between 
the ideal shape of  an arch and that of  a hanging chain in an 
aphorism that says, in abbreviated form, “As hangs the chain, 
so stands the arch.” In other words, the geometry of  a standing 
arch should mirror that of  a hanging chain. The horizontal 
and vertical forces in a hanging chain must add to a force 
directed along the chain, since any component perpendicular 
to the chain would cause it to move in that direction to gain 
equilibrium. Similarly, one wants the combined forces at each 
point of  an arch to add up to a vector tangent to the arch. In 
both cases, the horizontal component of  the force is constant 
and simply transmitted along the arch or chain, while the 
vertical forces are mirror images.

At least in part for these reasons, the shape of  the Gateway 
Arch is often described mistakenly as a catenary (when not 

Figures 1-2:  Top: 45˚ parabola and catenary.
 Bottom: 30˚ parabola and catenary.
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even more mistakenly as a parabola). In fact, the equation on 
which the arch is based is

which is a catenary only if  A = 1/B. For the Gateway Arch, A, 
B, and C are numerical constants, with A approximately equal 
to .69(1/B). As a result, those who wish to be more accurate 
describe the shape of  the Arch as a “modified catenary” or, 
more often, a “weighted catenary.” The idea of  the weighted 
catenary is to use either a chain with literal weights attached 
at various points or else a continuous version, such as a cord 
of  varying density. (Both of  those methods, incidentally, were 
used by Saarinen to find a shape for the Gateway Arch that 
appealed to him esthetically.)

Some natural questions to ask are

1. Is there a density function that yields the curve 
defined in equation (1) above, and if  so, what is 
that function?

2. How descriptive is the term “weighted catenary?” 
In other words, what are the curves that fall in this 
category?

In order to answer these questions, we start with some precise 
definitions.

Definitions. (1) • A weighted chain C is a pair (f (x), ρ(s)) 
where f (x) is a suitably smooth function on an interval                                       
x1 ≤ x ≤ x2, s is arclength along the curve y = f (x), and ρ(s) is a 
positive continuous function of  s.

• The function ρ(s) is called the density function of  C.

• A weighted catenary is a weighted chain C in which
 (i) −∞ <f  ′(x1) < 0 <f ′(x2) < ∞, 
 (ii) f ′ ′(x) is continuous and positive, 
 (iii) for x1 ≤ X ≤ x2,

  with

where f  ′(x0) = 0, and H is a constant that depends 
on both f and ρ:

There is a certain amount of  arbitrariness in these definitions. 
The smoothness of  the function f (x) is deliberately left vague, 
since one might well want to allow different classes of  functions 
in different situations. Similarly, one could allow the density 
function to have point masses or to be even more general.

Nonetheless, conditions (i)–(iii) are natural ones based on 
the physics underlying the problem. As noted earlier, for 
equilibrium we want the sum of  the horizontal and vertical 
forces acting on the chain to be a vector tangent to the curve. 
The horizontal force is constant and simply transmitted along 
the curve, while the vertical force is due to gravity acting on 
the part of  the chain from the lowest point to the point that we 
are considering on the curve and is equal to the total weight of  
that part of  the chain.

Note that we do not require that the endpoints be at the same 
height—in other words, that f (x1) = f (x2)—although that will be 
true in all the examples of  interest to us. In that case, condition 
(i) would follow from the physics of  the situation. However, 
condition (i) does guarantee the existence of  an interior point 
x0 of  the interval where f  ′ = 0, while condition (ii) implies that 
there is a unique such point.

Note also that the fact that there is a constant nonzero 
horizontal component to the force acting on the curve implies 
that the slope cannot be infinite at the endpoints. For example, 
a weighted catenary cannot be in the form of  a semicircle.

Note finally that if  ρ(s) is multiplied by a positive constant, then 
both H and V (x) are multiplied by the same constant. It follows 
that if  the pair (f (x), ρ(s)) defines a weighted catenary, then so 
does the pair (f (x), cρ(s)) for any positive constant c.
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We are now able to state our first result.

Theorem 1. If  f  (x) satisfies conditions (i) and (ii) above, then there 
is a function ρ(s), unique up to a multiplicative constant, such that the 
pair (f  (x), ρ(s)) is a weighted catenary. Namely

where H is an arbitrary positive constant. The value
of  H is then given by

with

equal to the total weight of  the chain.

Proof. Suppose first that there exists a function ρ(s) such that the 
pair (f (x), ρ(s)) is a weighted catenary. Then by equations (2) 
and (3), for X ≥ x0,

Since ds/dx = √(1 + f ′(x)2), it follows that ρ(s) must have the 
form given in equation (5). For X < x0,

and

as before. Finally, the total weight W is

But V(x2) = Hf  ′(x2) > 0, and V (x1) = Hf  ′(x1) < 0, so that H takes 
the form indicated.

This proves that the density function ρ is uniquely determined 

by the function f (x) up to the choice of  the constant H.

For the existence of  a suitable density function ρ(s), given f (x), 
define ρ(s) by equation (5). Then

so that the pair (f (x), ρ(s)) form a weighted catenary, and then 
the constant H must have the form indicated in equation (6).

Example 1 (catenary).

Then

and f  ′′(x) = B cosh Bx, so

Comment: This is a kind of  inverse to the original catenary 
problem of  asking for the shape taken by a uniformly 
weighted hanging chain. It tells us that only for a uniform 
chain will the resulting curve be a catenary.

Example 2 (parabola).

Then
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and

and

Comment: This is in a sense the answer to Galileo’s original 
question of  finding a mechanical method for drawing a 
parabola. It tells us exactly how we have to weight a chain 
so that it will hang in the form of  a parabola. The key is that 
the weight distribution has to be uniform in the horizontal 
direction. For this reason, it is usually stated that the cables 
on a suspension bridge will hang in the shape of  a parabola, 
since the weight of  the cables themselves, together with that 
of  the vertical support cables holding up the roadway, is small 
compared to the weight of  the roadway, which has (in essence) 
a uniform horizontal weight distribution.

A curious by-product of  the equation for the density ρ in the 
case of  a parabola is that, since ds/dx ≥ 1, with equality only 
where f  ′(x) = 0, it follows that ρ (s(x)) is maximum at the vertex 
and then decreases monotonically as |f  ′(x)| increases. In other 
words, the chain has to be weighted the most near the vertex 
and then decrease as the steepness of  the curve increases. As a 
result, if  Saarinen had decided that he found a parabolic arch 
most pleasing esthetically, he would have been faced with the 
paradox that in order to have the line of  thrust be everywhere 
directed along the arch, the arch would have to be thickest at 
the top and taper down toward the bottom, which would be both 
ungainly esthetically and potentially disastrous structurally.

Example 3 (circular arc).

Then

while

So

Comment: As noted earlier, a full semicircle cannot be a weighted 
catenary. We see explicitly that the density function would 
tend to infinity. However, any circular arc that is short of  a 
semicircle at both ends can be realized (at least in theory) as a 
weighted catenary. The weighting is simply

Although this example may seem a typical “textbook example,” 
of  no practical interest but merely a case that can be worked 
out explicitly, the opposite is true. A monumental “Gateway 
Arch” had been proposed as an entryway to a planned 1942 
International Exposition in Rome, but it was derailed by 
the war. The arch was to be in the form of  a semicircle, and 
the question of  exactly how much it should be tapered was 
potentially critical (see [12] for more on this subject).

Note that this theorem answers the first part of  Question 1 
above about the existence of  a density function yielding the 
particular “weighted catenary” shape of  the Gateway Arch. 
It also answers Question 2 concerning the term “weighted 
catenary” itself, which turns out to have essentially no content 
beyond “convex curve.” Before turning to the second part of  
Question 1 regarding the exact form of  the density function 
that yields the curve underlying the Gateway Arch, we prove a 
strong form of  the converse to the theorem.

Converse of  Theorem 1. Let C be a curve with endpoints 
P1 =(x1,y1,0) and P2 =(x2,y2,0), where x1 < x2. Assume that C is 
parameterized by arc length s in the form X(s)=(x(s), y(s), z(s)), 
P1=X(s1), P2 =X(s2).

Let ρ(s) > 0 be a continuous function along C, taken as a density function. 
Assume gravity acts in the negative y-direction and the pair (C,ρ(s)) is in 
equilibrium. Then
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1. C lies entirely in the x, y -plane;
2. C is in the form of  a graph y = f(x), x1 ≤ x ≤ x2; 
3. f  ′ (x) is finite and monotone increasing for x1 ≤ x ≤ x2.

The idea underlying the proof  is that if  we know that C is a 
graph and (C,ρ(s)) is in equilibrium, so that equation (2) above 
holds, where V(X) is defined by (3), then

and for x1 ≤ x3 < x4 ≤ x2,

Hence condition 3 in the statement of  the converse must hold.

In terms of  the representation above for C as X(s), the unit 
tangent vector to C will be given by T = dX/ds. We denote the 
tension at the point X(s) by τ, and for the case considered here, 
the tension vector will be

where H is constant and W = 0, while V is given by (3). Then

by (3), or

where j is the unit vector directed along the positive y-axis.

The proof  of  the above converse depends on the fact that equation 
(9) is the equation of  equilibrium for an arbitrary curve joining 
the points P1, P2 in the x, y-plane, with no special assumptions 
about its shape (see [2], Chapter III, sections 1–3, for a detailed 
discussion of  these questions in maximum generality. I would like 
to thank Joe Keller for providing this reference, as well as further 

helpful information. Note that in contrast to [2], we take the 
density ρ to mean weight, rather than mass, per unit length, so 
that the acceleration of  gravity is absorbed into it).

Proof  of  the converse. Let C be defined by

where

Hence

where c and d are constants. We claim first that C must lie 
completely in the x, y-plane. If  not, there must be a value s0, s1 
< s0 < s2, where |z(s)| attains its maximum |z(s0)| > 0. Then 
(dz/ds)(s0) = 0, and the constant d in (13) must vanish. But if  
z(s) ̸≡ 0, there must be some value s3 such that dz/ds is nonzero 
at s3 and hence in an interval around s3. But then, since d = 
0, it follows from (13) that τ(s) ≡ 0 on that interval. But that 
contradicts equation (9), since ρ(s) > 0. Hence we must have 
z(s) ≡ 0, and the curve lies entirely in the x, y-plane.

Exactly analogous reasoning using equation (11) shows that 
there cannot be a value s4 where dx/ds = 0. In fact, since x(s2) = x2 
> x1 = x(s1), there must be a point where dx/ds > 0. It follows that 
dx/ds > 0 on the whole interval [s1, s2], and hence x is a strictly 
monotone increasing function of  s on that interval. Thus, we 
have a monotone increasing inverse s(x), and we can set
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defining C as a graph. It follows from equations (11) and (12) 
that

Hence f  ′ (x) is a monotone increasing function of  s and 
therefore of  x. This completes the proof  of  the converse.

Note that it follows from the above that

Since c is the horizontal component of  the tension vector, it is 
the quantity we denoted earlier by H, and equation (15) is the 
same as equation (5) above.

We now come to our principal example of  the theorem.

Definition 1. A flattened catenary is a curve of  the form y = f  
(x)= A cosh Bx + C, or

where 0 < D < 1, and

is a catenary.

Example 4 (flattened catenary). We examine this case in the 
following theorem.

Theorem 2. Let C be a weighted catenary defined by the pair (f  (x), 
ρ(s)), and let p(x) = ρ(s(x))(ds/dx). Assume that coordinates are chosen so 
that f  ′ (0) = 0. Then p(x) will be of  the form

for some constants a > 0 and b if  and only if  f(x) is a flattened catenary

for constants A, B, C.

Proof. We have for all X in [x1, x2] that f  ′(X) = V(X)/H, where

Then

Suppose first that

Then f  ′(x) = AB sinh Bx and

Then

where

Conversely, suppose that p(x) = af (x) + b. Then f  ′′(x) = (af  (x) 
+ b)/H. Let

Then g ′(0) = f  ′(0) = 0, and
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It follows that g(x) = A cosh Bx where B2 = a/H.

Hence

where

Historical Note
The flattened catenary was studied in the nineteenth century by 
a number of  authors in France, England, Ireland, and Scotland. 
The first may have been Villarceau [19] (see Heyman [6], p. 48). 
Others include W. J. M. Rankine [13] and A. M. Howe [9]. (I 
thank William Thayer for these latter references and for alerting 
me to the connection between the equation for the Gateway 
Arch and the nineteenth century application discussed here.) 
In those works, the flattened catenary is often referred to as a 
“transformed catenary”, and the term “two-nosed catenary” is 
used for a highly flattened catenary, for reasons explained below. 
The context in which it arises is in answer to the question: What 
is the ideal shape of  an arch that supports a horizontal roadway 
held up by evenly packed dirt on top of  the arch? The vertical 
load applied to each point on the arch is then proportional to 
the distance from that point up to the level of  the roadway. If  we 
write the equation of  the arch as y = f (x), where y is the distance 
from the roadway down to a given point on the arch, then the 
total vertical thrust acting on the part of  the arch from the apex 
to an arbitrary point of  the arch will correspond to the weight 
of  a hanging chain from the minimum point to a given point, 
and it will be of  the form ∫ p(x)dx, where p(x) is a linear function 
of  y. The same reasoning as in the above theorem then shows 
that f (x) should be of  the form (16): a flattened catenary (see, for 
example, Heyman [6], pp. 48-49).

We now come to the Gateway Arch itself. At first sight, it 
would appear to be a very different situation from that of  an 

arch supporting a bridge, since it supports nothing except its 
own weight. On closer look, however, the fact that the Arch 
is tapered means that the weight supported at each level is 
not determined just by the length of  the arch above it but 
by an integral with respect to arclength of  a function exactly 
analogous to the density function for a weighted chain. The 
physical Gateway Arch is reasonably well modeled as one of  a 
class of  geometric shapes that are of  interest in their own right.

Tube-like Domains
Two chance meetings in 1939 led to one of  the major advances 
in differential geometry, the intrinsic proof  by Chern of  an 
n-dimensional Gauss–Bonnet theorem. The first occurred when 
mathematician Hermann Weyl attended a lecture by statistician 
Harold Hotelling in which Hotelling described a new result of  
his and posed an open question. Hotelling had been led by a 
statistical problem to pose the question: Given r > 0, what is the 
probability that a point chosen at random on the n-sphere would 
lie within a distance r of  a given curve C? The answer amounts 
to computing the volume of  the domain consisting of  all points 
whose distance to C is less than r and comparing that to the total 
volume of  the sphere. Hotelling was able to answer the question 
in both Euclidean n-space and the n-sphere for r sufficiently 
small [8]. The answer in Euclidean space was that the volume is 
equal to the length of  C times the volume of  an (n − 1)-ball of  
radius r, with an analogous result for the n-sphere. The answer 
was perhaps a surprise, since one might think that the volume of  
the “tube” around the curve C would depend somehow on the 
twists and turns in the curve, and not simply on its total length.

What Hotelling wanted to know, and was unable to derive, 
was a formula for the case that the curve C was replaced by 
a surface of  two or more dimensions. Hermann Weyl [22] 
provided the answer in spectacular fashion: for a compact 
smooth submanifold S of  Euclidean space, the volume of  the 
domain consisting of  all points lying within a fixed distance 
r of  S is given, for r sufficiently small, by a polynomial in r 
whose coefficients are intrinsic quantities associated with S, 
and do not depend on the way that S is immersed in space. 
Most strikingly, the top coefficient does not even depend on the 
geometry of  S, but only its topology; it is just a constant times 
the Euler characteristic χ of  S.
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The other chance meeting in 1939 took place between André 
Weil and Lars Ahlfors in Finland. Weil first learned about the 
classical Gauss–Bonnet theorem from Ahlfors, who expressed 
an interest in having a generalization to higher dimensions 
in order to develop a higher-dimensional Nevanlinna theory 
of  value distribution ([20], p. 558, [21]). When Weil came 
to America several years later he met Carl Allendoerfer and 
learned that both Allendoerfer and Werner Fenchel had 
independently proved a Gauss–Bonnet theorem for manifolds 
embedded in Euclidean space, using Weyl’s formulas. 
Remembering Ahlfors’ desire for a general Gauss–Bonnet 
theorem, Weil was able, together with Allendoerfer, to prove 
the Gauss–Bonnet theorem for all Riemannian manifolds ([1], 
[20], p. 299). Their proof  went via Weyl’s formulas together with 
local embedding theorems. Shortly after, using the appropriate 
form of  the integrand from these earlier approaches, Chern 
was able to provide an intrinsic proof  of  the Gauss–Bonnet 
theorem without the detour through embeddings.

Our interest here is in a generalization of  Hotelling’s result 
in a different direction. We go back to the case of  a curve C 
in Euclidean space, but are interested in much more general 
domains.

Notation 1. A curve C in Rn will be denoted by

s = arc length parameter,

the unit tangent vector,

a positively oriented orthonormal frame field along C.

Definition 2. A tube-like domain T with centerline C is the 
image under a diffeomorphism F of  a domain D in Rn, with 
coordinates u1,...,un, such that 0 < u1 < L, and for any t, 0 < t < 
L,the intersection Dt of  D with the hyperplane u1 = t contains the 

point (t, 0,...,0). The map F satisfies F(u1, u2,...,un) = X(u1) + u2e2(u1) 
+ ··· + unen(u1), with u1 = s = arc length parameter along C.

For 0 < s < L, let Ts be the intersection of  T with the normal 
hyperplane to C at the point X(s). Then F : Ds → Ts is a linear 
transformation mapping Ds isometrically to Ts.

Theorem 3. Let T be a tube-like domain in Rn with centerline C. 
Then the volume V of  T is given by

where k(s) = d2X/ds2 is the curvature vector, and for each fixed value of  
s, the vector

traces out the normal section Ts of  T as the point (s, u2, . . . , un) ranges 
over the parameter domain Ds.

Proof. Let J = det dF be the Jacobian of  the map F. If  Y = 
(y1,...,yn) = F(u1,...,un), then

Now write

with ej = ej(u1), 0 ≤ u1 ≤ L. Then
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and

Write

where the coefficients are given by

since the curvature vector   equals       .

So

where aij = aij(u1), X = X(u1), Y = Y(u1,...,un).

Finally,

where the omitted terms involve the vectors e2, . . . , en, and will 
vanish after taking the wedge product with e2 through en. Hence,

as asserted.

Note. Different versions of  this theorem have been known at 
least since 1978, when Michael Raugh [14] studied the case 
n = 3 in the context of  the growth and structure of  tendrils. 
Another discussion of  the case n = 3 appears in Chapter 3 
(Cálculo de várias variáveis) of  [3], pp. 202–210. Both of  those 
discussions assume the existence of  a Frenet frame field for the 
centerline of  the domain. A recent paper of  Raugh [15] also 

treats the n-dimensional case.

Note. For the proof  to be valid, one needs the Jacobian to 
be positive. If  it were to change sign, then there would be 
cancellations, and the integral would not represent the actual 
volume. Since our definition of  a tube-like domain includes 
the assumption that the defining map is a diffeomorphism, the 
Jacobian cannot change sign. However, if  one starts with a 
domain D and tries to represent it as a tube domain, then one 
must check the positivity of  the Jacobian. We shall return to 
this point later on.

Corollary 1. If  the point Xs is the centroid of  Ts for each s ∈ [0, L], then

Note that it suffices to consider points where k(s)≠ 0.

Proof. For each value of  s, the inner integral in the second 
term of  the formula for V (T ) is a sum of  terms consisting 
of  integrals over Ds of  terms of  the form cjuj , where cj is a 
constant. But if  X(s) is the centroid of  Ts, then the origin is the 
centroid of  Ds, and each of  those integrals must vanish. 

Definition 3. Under the hypotheses of  Corollary 1, the 
centerline C is called a centroid curve of  T.

A given domain may have more than one centroid curve; for 
example, a Euclidean ball can be viewed as a tube-like domain 
with respect to any diameter as centerline, and that diameter 
will be a centroid curve for the ball.

Corollary 2 (Hotelling’s theorem). If  T is a tube domain in Rn of  
radius r around a curve C of  length L, then

where ωk is the volume of  the ball of  radius r in Rk.
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Proof. In this case D is a cylinder of  radius r and height L. For 0 
< s < L,the normal section Ts of  T is an (n − 1)-ball of  radius r 
centered at the point X(s) of  C.

A number of  statisticians returned to questions related to 
Hotelling’s theorem after a lapse of  many years. See the paper 
[11] and further references given there.

Special Cases
n = 2. Then e2 is uniquely determined by e1 = dX/ds. The 
orthogonal section Ts is an interval Is, and the second term 
vanishes if  X(s) is the midpoint of  Is at all points where the 
curvature is nonzero.

Note. For n = 2, k(s) = κ(s)e2(s), where the curvature κ can be 
positive, negative, or zero.

n = 3. If  k(s) ≠ 0 at a point, then the same holds in an interval 
around the point, and we may define e2 = k(s)/κ(s), where κ(s) 
= |k(s)| is the curvature. Then e2 (s) is a smooth unit vector 
field on the interval, and e1, e2, together determine e3. Since 
de1/ds = k = κe2,we have a21 = −κ, a31 = 0, and J =1 − κ (s)u2. 
As already noted, this equation also holds whenever κ = 0. 
Therefore, for n = 3,

where Ms is the moment of  Ts about the line through X(s) in 
the e3 (binormal) direction. It follows that for (21) to hold, one 
does not need X(s) to be the centroid of  the orthogonal section, 
but only that the moment of  that section be zero with respect 
to the line through X(s) in the binormal direction, at all points 
where κ ≠ 0. (See Raugh [15].)

An analogous statement holds for arbitrary n. Another 
formulation is

where Mi is the i-th moment of  Ds, and ai1 = ai1(s).

Gateway Arch Specifications
The shape of  the Gateway Arch is a polyhedral surface, the 
piecewise linear approximation by quadrilaterals to the surface 
S of  the theoretical Gateway Arch, with two of  the sides of  each 
quadrilateral lying on designated straight-line segments of  S.

Note. The surface just described is an abstract mathematical 
representation of  the surface of  the physical Gateway Arch, 
that surface consisting of  the exterior of  a set of  stainless 
steel plates subject to a variety of  distortions. Among those 
are the (uneven) expansion and contraction with changes of  
temperature, deflection due to wind forces, and deformation 
under the moving weight distribution of  the internal 
transportation system carrying passengers to the top.

The theoretical Gateway Arch is a tube-like domain T whose 
centerline C is the reflection in a horizontal plane of  a flattened 
catenary. The curve C is given by the equation

where A and B are the numerical constants

and x, y represent distances measured in feet. We may also 
write the equation of  C as

where

represents the vertical distance down from the vertex of  C.
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The orthogonal section T (x, y) at the point (x, y) of  C is in the 
form of  an equilateral triangle of  area Q(x,y), where the sides 
of  T(x,y) when x = 0 (at the vertex of  C) have length 17 feet and 
when y = 0 (at the base of  the arch) have length 54 feet. The 
area Q(x, y) is defined by interpolating linearly in Y between the 
corresponding areas so defined:

where Qv is the cross-sectional area at the vertex, and Qb is 
the corresponding area at the base. Since the area Q of  an 
equilateral triangle is equal to

where d is the length of  a side, and since d = 17 at the vertex v 
and d = 54 at the base, we find

while Yb = Y|y=0 = 625.0925. It follows that

Using the relation above between the area Q and the side d 
of  an equilateral triangle, we obtain the exact dimensions of  
the cross-sections at each height y. It remains to specify that 
the positions of  the triangles in the planes orthogonal to the 
curve C are symmetric with respect to the x, y-plane, with one 
vertex lying in that plane and interior to the curve C, and that 
the centroid of  each of  those triangles lies on C, so that C is a 
centroid curve of  the Arch.

It follows from these specifications that the surface of  the 
theoretical Gateway Arch is the union of  three surfaces: a pair 
of  ruled surfaces that are symmetric images with respect to the 
x, y-plane and meet in a curve lying in the x, y-plane, called 
the intrados of  the Arch, together with a cylindrical surface 
orthogonal to that plane: the extrados. The maximum height 
of  the extrados occurs at the point directly above the vertex 

of  C where x = 0 and y = yv = 625.0925. At this point the 
orthogonal plane is vertical, and the distance from the vertex 
of  C to the base of  the triangle is one third of  the length of  the 
median, or 17 √ 3/6 = 4.90748. Adding this to yv gives for the 
maximum height of  the Arch h = 629.99998.

The width of  the Arch is a bit more subtle. We take the points 
where y = 0 on the centroid curve C to represent ground 
level. At those points, x = 299.2239 and −299.2239 so that 
the width of  the curve at ground level is 598.4478. The 
equilateral triangle representing the cross-section at those 
points has side 54, and hence the distance to the outer curve 
of  the Arch is

Adding this on each side to the width of  C at ground level 
gives a total width for the Arch of  629.6247. However, since 
the curve C, although steep, is not vertical at ground level, the 
cross-section of  the Arch is not horizontal, and the actual outer 
width is slightly larger. However, one sees that the dimensions 
of  the centroid curve together with the size and shape of  the 
cross-sections produce an arch that for all practical purposes 
has exactly the same total height as width. It may be worth 
noting, however, since it is sometimes a source of  confusion, 
that the centroid curve is distinctly taller than wide, and the 
same is even more true of  the inner curve of  the Arch, whose 
height is 615.3 feet, and width is 536.1. For more on this and 
related matters, see [12].

Curvature Computations
Let y = f(x) = A cosh Bx = D(1/B cosh Bx) define a flattened 
catenary, where A, B are positive constants, and D = AB. Then 
f  ′′(x) = B2y > 0 so that f is convex and the curvature κ > 0. 
Specifically,

For a catenary, D = 1 and κ = 1/By2,with a maximum of  B 
at the vertex (0, 1/B) and decreasing monotonically to zero 
as y → ∞.
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In general, let g(y) = (B2/κ)2 = B4R2, R = 1/κ. Then dR/dy ≥ 0 
⇔ g′ (y) ≥ 0. But one finds

and since y ≥ A, B2y2 + 1 − D2 ≥ 1, and

Case 1: D > 1.  An “elongated” catenary, obtained by stretching 
a catenary uniformly in the vertical direction. Then the right-
hand side is negative, g′ (y) > 0 along the whole curve, so that R 
has a minimum and κ a maximum at the vertex, where x = 0, 
y = D/B, and κ = BD.

Case 2: D = 1. A catenary, for which, as we have seen, R has 
a minimum value of  1/B at the vertex and R → ∞ as y → ∞.

Case 3: 0 < D < 1. Then there are two possibilities.

Case 3a: D2 ≥ 1/3. Since y takes its minimum value A at the 
vertex, we have

so that g′ (y) ≥ 0 along the whole curve, and as in cases 1 and 
2, the curvature has its maximum value of  BD at the vertex.

Case 3b: D2 < 1/3. Then 1 − D2 > 2D2 = 2B2A2, and we have 
g′ (y) < 0 in the interval

In this case, the vertex of  the curve will be a local minimum 
of  the curvature, which will increase monotonically until y 
reaches the value indicated on the right, where the curvature 
will reach its maximum. The curve is in this case sometimes 
referred to as a two-nosed catenary.

It is important to note that Figures 2-3 shows a two-nosed 
catenary for which D = 1/3, obtained by stretching a catenary 
uniformly in the horizontal direction by a factor of  3, which 

Figures 3-4:  Top: catenary.
 Bottom: 2-nosed catenary.
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is equivalent, up to a similarity, to compressing it vertically 
by a factor of  3.

It may be worth observing that when illustrating geometric 
graphs, one often sees different scales used on the two axes. For 
a parabola, the resulting curve will still be a parabola, but for 
a catenary, the result will be a flattened or elongated catenary. 
As the figures, as well as the above calculation, makes clear, 
the shape may be very different geometrically from a true 
catenary. Such differences are obvious when different scales 
in the horizontal and vertical directions turn a circle into an 
ellipse, but they are often overlooked for noncompact curves 
such as the catenary.

Finally, we note that for the centroid curve of  the Gateway 
Arch, we have D = AB = .69, well above the critical value D 
= √3/3 = .577..., so that the curvature will take its maximum 
value at the vertex, where it is equal to DB = .0069 so that 
the radius of  curvature at that point is R = 145 feet, and it 
grows monotonically from there. Since all points of  the cross-
sectional equilateral triangles that define the Gateway Arch 
are less than 54 feet (and in fact, < 54√3/3 < 32 feet) from 
the centroid curve, it follows that the Jacobians entering into 
the computations leading up to equation (21) are all positive, 
where the Gateway Arch is considered as a tube-like domain.

Final Note
Although the essence of  Hooke’s dictum relating the standing 
arch to the hanging chain seems clear, there are subtle issues 
that arise, some involving the fact that a standing arch is a 
three-dimensional body, whereas the hanging chain is modeled 
just as a curve. In fact, a careful analysis of  the stability of  an 
arch and its relation to the geometry of  the arch is a subject 
about which whole books could be (and have been) written 
(see, for example, [6]).

Here is an example of  a seemingly paradoxical fact that does 
not seem to have been mentioned anywhere. As we noted at the 
outset, the fact that the shape of  a hanging chain is a catenary 
is often derived by using the calculus of  variations, finding the 
curve of  given length that has the lowest center of  gravity. It 
follows then, according to Hooke, that the ideal shape of  an 

arch would be an upside-down catenary, which would have the 
highest center of  gravity among all arches of  the same length. 
But that would appear to make it maximally unstable.
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The main raw material in the iron-steel industry is 
iron ore. Iron ores can be classified as high grade and 
low grade in terms of  their Fe content. High grade 

iron ores which can be used directly in the blast furnace to 
produce metallic iron are not abundant in the Earth’s crust to 
supply the need of  iron-steel industry. The exploitation of  low 
grade iron ores is possible after enrichment. Low grade iron 
ores contain a considerable amount of  gangue minerals, e.g. 
silica, alumina, calcium, and magnesium compounds, which 
require concentration. In concentration, iron ore is crushed 
and ground for liberation before the implementation of  
separation techniques. Liberation can mostly be achieved at 
a very fine particle size and, hence, the concentrate obtained 
is not suitable to be charged directly into the blast furnace 
or the DR-plant without converting it into suitably-sized 
agglomerates. The most commonly employed agglomeration 
technique is pelletizing. In pelletizing, a mixture of  iron ore, 
water, and binder is rolled in a mechanical disc or drum to 
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produce agglomerates (green balls or wet pellets). Green 
pellets then undergo a thermal process, which consists of  
three stages, namely drying (250–400°C), preheating (900–
1100°C), and firing (1200–1300°C). Pellets are produced from 
magnetite concentrates, hematite concentrates, natural ore 
fines, artificial magnetites, and pyrite cinders. Binder plays 
an important role in the success of  the pelletizing process. Of  
many binders, bentonite has proven to be the most effective 
one owing to its high water adsorption capacity and dry film 
strength. It is used at a rate of  0.5-1.5%. Bentonite, useful 
as explained, is, however, considered an impurity due to its 
high SiO2 and Al2O3 contents. These acid oxides are known 
for their adverse effects on the iron-steel making economy. 
For instance, the addition of  1% bentonite decreases the 
iron content by about 7 kg/ton of  iron ore [1]. In addition, 
an increase in the gangue content of  the charge leads to an 
increase in the unit cost of  steel production [2]. In view of  
the adverse affects of  bentonite, many researchers attempted 
to find viable alternative binders. Organic binders have 
attracted attention as they are known to have good binding 
properties. The results showed that organic binders produce 
good quality green and dry pellets. However, they fail to 
impart enough strength to the pre-heated and fired pellets as 
a result of  reduced slag bonding [1, 3-7], which is especially 
important in the pelletizing of  hematite ores due to a lack of  
oxide bonding. As such, organic binders have hitherto failed 
to be an alternative to bentonite, except in a few cases of  
straight-grate pelletizing, where there is no dynamic pellet 
bed. In recent years, efforts have been focused on improving 
the pre-heated and fired strength of  pellets produced with 
organic binders. In this context, boron compounds have been 
considered as an additive in conjunction with organic binders.

DESIRABLE PROPERTIES OF PELLETS

Pellets should have certain quality parameters, which are mostly 
ascertained by the tests specified in international standards, e.g. 
ISO, ASTM, JIS, etc. The important ones are as follows.

At least 90% of  pellets should be between 9.0 mm and 16 mm 
with minus 5 mm material of  no more than 5%. A close size 

distribution is preferred for a better permeability of  the pellet 
bed in the induration machine.

The strength of  a pellet is dependent on the type of  bond 
produced by the binder as well as the phase changes during 
induration, as shown in Fig. 5. A certain minimum compressive 
strength is necessary so that the pellets can withstand the 
compression load during transportation, drying grate, 
induration machine, or in a reduction furnace [8].

Figure 5:  Magnitudes of  bond strength for various classes of  interparticle 
bonds in pellets: (A) van der Waals’ magnetic or electrostatic 
forces; (B) capillary forces from liquid phase; (C) adhesional 
and cohesional forces; (D) mechanical interlocking; (E) solid 
bridges formed by sintering or crystallization of  dissolved 
materials [9].

Five different types of  pellet strength are important in 
pelletization:

(1) Repeated drop of  9-16 mm green pellets onto 
a steel plate from a height of  46 cm without any 
cracks on the green balls measures the ability of  
the wet pellets to retain their shape during transfer 
operations. A pellet should withstand at least 
4 drops, which also depends on the number of  
transfer points between the balling equipment and 
the induration machine.
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(2) Green balls on conveyor belts and grates should 
withstand a certain load. Wet compressive strength 
is a measure of  how much load a pellet can bear 
and is determined by applying a certain load onto 
a pellet until it cracks. It should ideally be greater 
than 1.0 kg/pellet.

(3) In travelling grate, a minimum dry pellet strength 
is necessary so that the pellets withstand the load 
of  layers located above or the pressure of  gases 
flowing through the charge [8]. A dried pellet is 
crushed and the maximum load is recorded. It 
measures the ability of  dried pellets to survive 
handling during the firing process. It should be a 
mean value at least 2.24 kg/pellet [10].

(4) Especially, when pellets are produced with the 
grate-kilncooler technology, they are pre-heated in 
the travelling grate prior to firing in the kiln. The 
pre-heated pellets from the grate are discharged 
by cascading into the kiln. Therefore, such pellets 
should be strong enough not to disintegrate during 
cascading and tumbling in the rotary kiln. In the 
case of  weak pellets, dust and chips generated as 
a result of  disintegration will cause losses in plant 
efficiency, in terms of  both productivity and quality.

(5) Fired (indurated) pellet is crushed and the 
maximum load is recorded. It measures the ability 
of  product pellets to survive handling during 
shipment and reduction. Pellets should have a 
mean product pellet compressive strength value of  
minimum 250 kg/pellet with the <150 kg/pellet 
fraction being less than 5%.

Tumbling and abrasion procedure consists of  subjecting 
product pellets (-18 +6.3 mm) to 200 revolutions at 25 rev/min 
in a drum. The Tumble Index (TI) is given by the percentage 
weight of  +6.3 mm material surviving the test, and the 
Abrasion Index (AI) is given by the percentage of  -0.5 mm 
material produced. Product pellets should have a TI of  92-
97% and an AI of  2.5-5.0% [11].

Porosity of  typical wet and dry pellets is in the range of  31-
36%, whilst it should be 18-32% for fired pellets.

Reducibility is the degree of  ease with which oxygen can be 
removed from pellet composition. It is standard to heat the 
product pellets to 900°C under nitrogen; then the reducing 
test gas is passed through the pellets at the required flow rate. 
There are some reducibility tests, and typical reducibility test 
results for product pellets are [11]:

• Linder test index: about 50%,
• Gakushin test: about 60% reduction,
• Chiba test: reducibility index of  2.5-3.0 mm/hour,
• V.D.E. test: rate of  reduction of  0.6-1.0%/minute 

when the pellet is 60% oxidized.

Pellets tend to swell during reduction; swelling should not 
exceed 20% by volume for a smoother operation.

BINDERS IN IRON ORE PELLETIZING

Numerous types of  materials have been considered for use as 
binders in iron ore pelletizing, with an objective of  finding the 
material that would produce the highest-quality pellets at the 
lowest possible cost. Here is a way of  classifying those binders:

• Clays and colloid minerals, 
• Organic polymers and fibers, 
• Cement and cementations materials, 
• Salts and precipitates, 
• Inorganic polymers [9].

Binders are used to improve pellet properties as listed below:

• Promoting and facilitating balling of  iron ores in 
pelletizing drum or disc;

•  The improvement of  green, dry, pre-heated, and 
fired pellet strength;

• Overcoming the problems associated with balls 
sensitive to heat in the drying stage, i.e., increase in 
shock temperature of  green balls;

•  Enabling the production of  good quality pellets to 
be attained at lower temperatures;

• Improving the properties of  the fired pellets [9].
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During the development of  the pelletizing process, a great 
number of  organic and inorganic substances were tested with 
regard to their suitability as binders.

Bentonite, consists of  montmorillonite as the major component 
and small quantities of  quartz, mica, feldspar, and kaoline. The 
basic crystal structure of  montmorillonite is shown in Fig. 6; it 
has a lattice structure arranged in layers which is capable of  
absorbing great water quantities between the individual layers. 
On such occasions, the distances between the lattice layers 
increase considerably. The mineral swells. This swelling property 
and the high thixotropic behavior are the most important 
characteristics for its bonding capacity [8].

Bentonite absorbs water and, hence, controls ball growth while 
imparting some plasticity to pellets. This property is important 
for handling of  green pellets from one point to another during 
processes. Upon drying, bentonite gives additional strength to 
pellets owing to dry film bonding of  mineral grains.

The main disadvantage of  bentonite and other binders based 
on silicate minerals is that they add silica to the finished 
pellet. Since the purpose of  iron ore processing is, inter alia, 
to remove silicate minerals from the ore, adding silica back in 
the form of  a binder is counterproductive. This has prompted 
long-term interest in developing or discovering binders that 
contain no silica. Particular attention has been devoted to 
organic binders, which include a variety of  carbon-based 
polymeric or fibrous compounds [9].

Many researchers investigated several alternative binders, 
mostly of  organic polymer origin, in order to reduce the acid 
gangue content of  pellets. Some of  the organic binders tested 
are Peridur®, Ciba® ALCOTAC®, CMC (carboxymethyl 
cellulose), starch (corn starch, potato starch, wheat flour), 
dextrin, glue, molasses, etc. Most of  the commercially available 
organic binders are derived from cellulose.

Kater and Steeghs [1] investigated the use of  organic 
binders in iron ore pelletization using a high grade magnetite 
concentrate from Sweden with a Blaine number of  1910 
cm2//g and a size of  72.1% by weight minus 0.04 mm. They 
comparatively tested Peridur vis-á-vis Wyoming bentonite. 
Their results showed that Peridur outperformed bentonite in 
terms of  green pellet properties with reasonably satisfactory 
metallurgical properties.

Arol et al. [5] comparatively studied bentonite and selected 
organic binders, namely Peridur CX3, Peridur C-10, and 
technical grade carboxymethyl cellulose (CMC) with magnetite 
concentrates from Divriği, Turkey. The first two are commercial 
organic based binders manufactured by AkzoNobel, and the 
latter is a cellulose derivative with carboxymethyl groups 
(-CH2-COOH) bound to some of  the hydroxyl groups of  the 
glucopyranose monomers that make up the cellulose backbone. 
It was reported that organic binders are superior to bentonite 

Figure 6:  Structure of  the smectite crystal. Each clay platelet consists of  
three layers: two layers of  silica tetrahedral and an octahedral 
alumina/magnesia layer joining them. Platelets are loosely 
bonded by counterions (typically sodium or calcium) between 
them. In the presence of  water, the counter ions hydrate, causing 
the clay to expand [9].
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in terms of  drop numbers and wet compressive strength. The 
compressive strength of  dried pellets at 400°C was also found 
to be satisfactory. However, the compressive strength of  pellets 
produced with organic binders and fired at 1200°C for 120 
minutes were found insufficient (Fig. 19), as organic binders do 
not contribute to the strength of  fired pellets.

The results of  the physical and metallurgical properties of  
product pellets are summarized in Table 1. They have found 
that the compressive strength, before and after reduction, and 
tumbling resistance of  product pellets produced with bentonite 
were notably higher than those produced with organic binders. 
Only bentonite binder was found to be satisfactory for industry 
when these physical properties are considered. However, 
porosity and swelling of  pellets produced with organic binders 
was larger than those of  pellets produced with bentonite. As 
greater porosity is known to lead to faster reduction, reducibility 
of  pellets with organic binders was found to be greater than 
that of  the bentonite pellets. In addition, one of  the advantages 
of  organic binders is that they do not contaminate the pellet 
composition since they burn out with no residue during 
thermal treatment. They also found that the Fe contents of  
pellets bonded with organic binders are slightly greater than 
those of  pellets with bentonite as a natural consequence of  
adding no gangue.

Sivrikaya and Arol [7, 12] investigated the use of  organic 
binders in magnetite and hematite pelletizing. A high quality 
natural sodium bentonite from Tokat, Turkey was used as the 
reference binder. A magnetite concentrate from Divriği, Turkey 
with a Blaine number of  1617 cm2//g and a size of  65.3% by 
weight minus 45 μm and a hematite concentrate from Brazil 
with a Blaine number of  1890 cm2//g and a size of  60% by 
weight minus 45 μm were used. The magnetite ore analyzed 
69.25% Fe with 0.97% SiO2 and hematite 66.62% Fe with 
5.71% SiO2. Based on the previous studies, they focused on 
the pre-heated (1000°C) and fired (1300°C) pellet strength. 
It was reported that no organic binders alone can match the 
performance of  bentonite in obtaining enough pre-heated 
strength of  either magnetite (Fig. 20) or hematite (Fig. 21) pellets. 
The compressive strength of  magnetite pellets produced with 
bentonite and organic binders were considerably higher than 

those of  hematite pellets, as it is a well known fact that magnetite 
oxidizes to hematite during induration. Bridges formed through 
recrystallization during the oxidation of  magnetite to hematite 
are widely believed to increase the pellet strength [8].

Compressive strengths of  pre-heated and fired hematite pellets 
produced with all organic binders were found to be much 
lower when compared to the values obtained with bentonite 
(Fig. 21). The organic binders burn out with virtually no 
residue at relatively low temperatures, and they cannot 

Table 1:  Physical and Metallurgical Properties of  Product Pellets 
Produced with Selected Organic Binders [5].

provide any bonds between ore grains in the pellet structure. 
During the hematite pellet induration, the strength increase 
is only achieved in contrast to magnetite pellets through 
crystal growth and recrystallization. This growth can only 
be measured at temperatures of  above 1200°C. Up to this 
temperature; the individual ore grains and the pellet structure 
maintain the original shape. Only at higher temperatures of  
1300°C the small ore particles form the first crystal bridges, 
and recrystallization can be observed at 1350°C. The presence 
of  fine-grained particles is important for the crystal growth that 
gives pellets strength. At temperature above 1350°C, hematite 
starts to dissociate into magnetite and oxygen, resulting in a 
weakening of  pellet strength [8].

In all studies carried out on this subject, the results showed 
that organic binders were found to give good quality for green 
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and dry pellets. However, they fail to impart enough strength 
to the pre-heated and fired pellets as a result of  reduced slag 
bonding [1, 3-7]. This shortcoming of  organic binders is the 
main disadvantage because a certain minimum compressive 
strength is necessary so that the pellets can survive the process 
steps after preheating, product handling, transportation, and 
handling by the end user [8].

Pre-heated pellet strength is particularly important in the 
grate-kiln-cooler pellet induration system. If  the pre-heated 
compressive strength of  pellets is insufficient, pellets will be 
disintegrated on the travelling grate and in the rotary kiln. As 
a result, process equipment and refractory will be damaged 
by the pellet dust formed and carried in gas streams. If  the 
problem is not rectified within a reasonable span of  time, plant 
operation may be interrupted and the efficiency in terms of  
productivity and quality will decrease.

The fired pellets with low strength give rise to losses as a result 
of  the production; unwanted fines; or dust during process, 
storage, and transport. In addition, fines also cause operational 
difficulties in reduction furnaces. Therefore, organic binders 
have not found widespread application in the industry.

It appears that although organic binders hold some promises 
for iron ore pelletization, they still fail to satisfy all the 
requirements, especially those related to the strength of  pre-
heated and indurated pellets. In order to use organic binders 
successfully, this shortcoming must be overcome. One plausible 
method is to introduce a slag forming constituent to the pellet 
mix so that the strength of  the pellets would be reinstated as a 
result of  slag bonds.

Boron compounds may be the potential additive to organic 
binders, as they are known to lower the melting point of  silica 
glasses. Numerous boron compounds of  natural or synthetic 
origin can be used for this purpose. Some of  the boron 
compounds tested as binders or additives in iron ore pelletizing 
are colemanite, tincal, borax pentahydrate, and boric acid.

Colemanite or calcium-borate salt is a natural boron mineral 
found in evaporate deposits of  alkaline lacustrine environments. 

It is a secondary mineral that forms by alteration of  borax and 
ulexite. Colemanite has a chemical formula 2CaO3B2O3.5H2O 
and melting point of  986°C [13]. The average chemical 
components of  colemanite are 43% B2O3, 26% CaO, 6.50% 
SiO2 and 0.50% SO3.

Tincal or sodium-borate is a natural boron mineral known 
as borax decahydrate and a chemical formula Na2O.2B2O3. 
10H2O. The B2O3 content is 36.47% and melting point of  borax 
decahydrate is 62°C when heated in a closed atmosphere [14].

Borax pentahydrate (Na2B4O7.5H2O) is a sodium-borate 
derivative with 48% B2O3 and 21.37% Na2O and has a melting 
point of  200°C when heated in a closed atmosphere [15].

Boric acid has the chemical formula H3BO3, alternatively 
written B(OH)3. Boric acid is soluble in boiling water. When 
heated above 170°C, it dehydrates, forming metaboric acid 
HBO2. Metaboric acid is a white, cubic crystalline solid and is 
only slightly soluble in water. Boric acid melts at about 236°C.

None of  those boron compounds contain significant SiO2 
or Al2O3,which are unwanted impurities in iron pellet 
composition.

The iron ores or concentrates contain varying amounts 
of  SiO2. On the other hand, the boron compounds have 
significant amounts of  boron in their compositions. Their 
presence in the pellet mix leads to formation of  borosilicate 
glasses. Borosilicate glasses are known for their low melting 
temperature. Thus, formation of  borosilicate glasses is 
expected to take place at lower temperatures. This occurrence 
would contribute to the strength of  the pellets through slag 
bonding [8]. Absence of  acidic impurities in boron compounds 
combined with low melting temperature and good thermal 
and mechanical properties of  borosilicate glasses favor the 
use of  boron compounds as slag forming constituents. When 
used with an organic binder, the boron compounds render the 
required properties to pre-heated and fired pellets, and green 
and dry pellets attain the required quality through organic 
binders. Hence, the two together can be used as binder in 
place of  bentonite in iron ore pelletization [7].
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Boron compounds have been tested as a binder in iron ore 
pelletization either alone or in combination with organic binders.

In one of  the studies, calcined colemanite alone and in 
combination with bentonite were tested as an alternative binder 
in the pelletizing of  magnetite concentrate with 64.70% Fe 
and 4.22% SiO2 [16]. The addition level of  binders, the firing 
temperature, and the particle size of  iron ore were investigated 
as operation parameters of  pellets. Bentonite and calcined 
colemanite addition levels were in the range of  0.5, 1.0, 1.5, 
2.0%; and 1, 2, 3, 4, 5, 6, 7%, respectively. The wet and dry 
compressive strengths indicate that the calcined colemanite 
as a binder is insufficient with regard to wet and dry pellet 
quality, as seen in Fig. 22. It was reported that increasing firing 
temperature from 1200°C to 1350°C increases the compressive 
strength of  the pellets produced with bentonite and calcined 
colemanite. It was also reported that increasing concentration 
of  calcined colemanite from 1% to 7% increases the 
compressive strength pellets significantly (Fig. 23). In order to 
obtain pellets with both sufficient wet and indurated strength, 
a combination of  bentonite and calcined colemanite were 
tested, and meaningful increases in compressive strength of  
fired pellets were obtained (Fig. 24).

Timuçin et al. [17] investigated the reducibility properties of  
pellets produced with colemanite addition. They used itabarite 
ore which is 99.66% Fe2O3. The ore used in the pelletizing 
experiments was ground to 70.90% passing 37 μm. Different 
percentages of  calcined colemanite were added to the iron ore 
before pelletizing, and the pellets with a 10 mm diameter were 
fired at 800°C. The fired pellets were then reduced in a tube 
furnace at 900°C under CO atmosphere, and the reducibility 
of  the pellets was calculated. The results showed that calcined 
colemanite addition has a catalytic effect on the reducibility 
of  colemanite added pellets. It was reported that, while the 
reducibility of  pellets with no binder was only 92% after 4 
hours, the reducibility of  0.6% colemanite added pellets was 
found to be completely reduced in 2 hours, as seen in Fig. 7. 
The maximum catalytic effect of  calcined colemanite was at 
0.6%; the greater addition levels decrease the catalytic effect 
of  colemanite.

The effect of  colemanite and bentonite combination on 
the reducibility of  pellets was also investigated in the same 
study. It was reported that the catalytic effect of  colemanite 
on reducibility of  iron ore pellets was decreased when used 
together with bentonite (Fig. 8).

Sivrikaya and Arol [18] investigated the boron compounds, 
namely colemanite, tincal, borax pentahydrate, and boric acid 
as additives in iron ore pelletization. Based on the previous 
studies [5, 6], they focused on the pre-heated (1000°C) and 
fired (1300°C) pellet strength. The boron compounds were 
tested alone and in combination with organic binders: 
technical grade CMC, corn starch, Ciba DPEP06-0007, 
Cytec A150-LMW, Cytec A150-HMW, and dextrin. In this 

Figure 7:  The effect of  calcined colemanite addition on the reducibility of  
itabarite pellets [17].
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study, colemanite was used after calcination at 550°C to 
remove the chemically-bonded water. Other additives were 
used as powder or solution in distilled water. Magnetite and 
hematite pellets with selected organic binders and boron 
compounds were produced. The drop numbers and moisture 
content of  magnetite and hematite pellets are given in Fig. 25 
and Fig. 26, respectively. The drop number was found to be 3 
for magnetite pellets and 3.4 for hematite pellets bonded with 
0.50% bentonite, which is established as the reference level. 
The drop numbers of  pellets bonded with organic binders 
was found to be sufficient when compared to bentonite. 
However, the drop numbers of  both magnetite and hematite 
pellets produced with only boron compounds were found to 
be smaller than the reference level because they contribute 
no strength in wet pellets due to a lack of  water adsorption 
capacity and adhesional and cohesional forces. Therefore, 
the use of  only boron compounds as a binder is insufficient 
for desired wet pellet quality in both magnetite and hematite 
pellets. However, the drop numbers of  pellets bonded with 
the combination of  an organic binder and a boron compound 
were found to be acceptable.

The effect of  addition level of  calcined colemanite on the 
compressive strength of  pre-heated and fired magnetite and 

hematite pellets was also investigated in the same studies [7, 
12]. It was reported that increasing concentration of  calcined 
colemanite from 0.25% to 1.00% increases the pre-heated 
and fired pellet compressive strengths in both magnetite and 
hematite pellets. Results showed that the magnetite pellets 
produced with all the addition levels of  calcined colemanite, 
except 0.25%, had compressive strengths equal or better than 
the magnetite pellets produced with 0.50% bentonite (Fig. 27). 
The contribution of  calcined colemanite on the compressive 
strengths of  hematite pellets is more pronounced than those 
on magnetite pellets. All the compressive strengths of  hematite 
pellets produced with calcined colemanite were found to be 
much greater than those of  pellets produced with bentonite 
(Fig. 28). These findings are expected as the oxidation of  
magnetite to hematite at lower temperatures is one of  the 
major binding mechanisms, while hematite acquires a lesser 
strength through crystal growth and recrystallization [8].

Besides colemanite, other boron compounds such as tincal, 
boraxpentahydrate, and boric acid were also tested as binders 
by the same researchers [7, 12]. When the compressive 
strength of  pre-heated magnetite pellets are considered, it can 
clearly be seen from Fig. 29 that only calcined colemanite-
added pellets had compressive strengths comparable to those 
of  pellets bonded with bentonite. The compressive strengths 
of  pellets produced with other boron compounds (tincal, 
boraxpentahydrate, and boric acid) were found to be smaller 
than those of  pellets produced with bentonite.

In hematite pellets, the contribution of  all the boron compounds 
to the compressive strength of  pre-heated pellets was significantly 
greater than pellets produced with bentonite, as shown in Fig. 
30. The compressive strengths of  pre-heated pellets produced 
with all the boron compounds had nearly twice the compressive 
strength of  the pellets bonded with bentonite.

In view of  the fact that organic binders render acceptable 
qualities to the green pellets [18] and calcined colemanite 
improve the pre-heated and fired pellet strength [7, 12], they 
were used together to produce magnetite and hematite pellets 
[18]. The results for different organic binder-colemanite 
combination are given in Fig. 31 for magnetite pellets and 

Figure 8:  The effect of  calcined colemanite and bentonite addition on the 
reducibility of  itabarite pellets [17].
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in Fig. 32 for hematite pellets. As seen, while organic binder-
colemanite combination yielded pellets with nearly equal 
compressive strengths when magnetite was used (Fig. 31), 
the compressive strengths of  pre-heated and fired pellets of  
hematite were notably greater (Fig. 32).

Organic binder-colemanite combinations are shown by codes 
in Figs. 31 and 32:

1 : 0.50% Bentonite (reference binder),
2 : 0.10% Technical CMC + 0.50% Calcined colemanite, 
3 : 0.10% Technical CMC + 1.00% Calcined colemanite, 
4 : 0.05% Ciba DPEP06-007 + 0.50% Calcined colemanite, 
5 : 0.05% Ciba DPEP06-007 + 1.00% Calcined colemanite, 
6 : 0.10% Corn starch + 0.50% Calcined colemanite, 
7 : 0.10% Corn starch + 1.00% Calcined colemanite.

Sivrikaya [19] carried out some preliminary tests to use 
calcined colemanite together with bentonite in order to 
either lower bentonite consumption level or induration 
temperature. The results of  the tests for hematite pellets are 
given in Fig. 33. As can be seen, it was possible to obtain 
equal compressive strength with lower bentonite addition 
level to hematite pellets when colemanite was also used at 
0.50% and 1.00% (Fig. 33).

In order to delineate the bonding mechanism in magnetite and 
hematite pellets, Sivrikaya [19] investigated the crystal change 
and crystal growth of  indurated pellets. During heating under 
oxidizing atmosphere, the magnetite oxidizes to hematite 
with simultaneous conversion of  the cubic magnetite into 
the hexagonal hematite lattice. According to the genesis of  
magnetite, the oxidation starts at about 300-600°C and is to be 
terminated at a temperature of  1100°C. It begins on the crystal 
and grain surfaces [11]. This is confirmed on the magnetite 
pellets, fired at 1300°C, produced with 0.50% bentonite and 
0.50% calcined colemanite. The crystal growth is better in 
bentonite-bonded magnetite pellets than colemanite-bonded 
magnetite pellet (Figs. 9 and 10). However, the crystal growth 
is better in hematite pellets produced with calcined colemanite 
than those of  hematite pellets bonded with bentonite (Figs. 11 
and 23). These findings can explain the greater strength of  

hematite pellets obtained upon colemanite addition, as larger 
crystals lead to stronger pellets.

Sivrikaya [19] also investigated the minerology of  the 
magnetite pellets. The base X-ray diffractogram that was 
determined with dry magnetite concentrate and is given in Fig. 
13 shows that magnetite is the only constituent. The X -ray 
diffractograms of  magnetite pellets produced with bentonite 
binder (Fig. 14) and calcined colemanite additive (Fig. 15) 

Figure 9:  Fired magnetite pellets with 0.50% bentonite [19].

Figure 10:  Fired magnetite pellets with 0.50% calcined colemanite [19].
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Figure 11:  Fired hematite pellets with 0.50% bentonite [19].

Figure 12:  Fired hematite pellets with 0.50% calcined colemanite [19].

Figure 13:  X-ray diffractogram of  magnetite concentrate dried at 100°C 
[19].

Figure 14:  X-ray diffractogram of  magnetite pellets bonded with 0.50% 
bentonite and fired at 1300°C [19].

Figure 15:  X-ray diffractogram of  magnetite pellets bonded with 0.50% 
calcined colemanite and fired at 1300°C [19].

indicated that hematite is the main constituent. The XRD 
analyses of  magnetite pellets showed no new compounds. As 
the addition levels of  bentonite and calcined colemanite were 
very low (0.5%), their differential peaks cannot be detected by 
XRD. These findings well confirm with earlier reports.
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CONCLUSIONS

Bentonite is the most preferred binder industrially but has 
some disadvantages due to its SiO2 and Al2O3 contents, which 
are unwanted impurities in pellet composition.

Organic binders have been suggested as alternative binders to 
bentonite. The results have shown that organic binders render 
good quality to green and dry pellets, but they have failed in 
terms of  pre-heated and fired pellet strength.

Boron compounds have been considered as a slag forming 
constituent which contributes to the strength of  pre-heated 
and fired pellets through slag bonds formed at comparatively 
low temperatures.

Organic binders and boron compounds can be used together 
to compensate the shortcoming of  either material. Sufficient 
wet, pre-heated, and fired compressive strengths were obtained 
with the use of  a combination of  an organic binder and boron 
compounds when compared to the pellets produced with 
conventional bentonite binder.

The use of  a combination of  an organic binder and a 
boron compound as an alternative to bentonite in iron ore 
pelletization can be beneficial in terms of:
 

• reducing the acidic impurity constituents 
introduced by bentonite,

• reducing the firing temperatures in pelletization 
of  hematite ores leading to a lower energy 
consumption. 

Calcined colemanite may improve the reducibility of  pellet.
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Plate 1
Figure 16: Margaret Thatcher
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Plate 2
Figure 17: The Jefferson National Expansion Memorial tram car interior.

Plate 3
Figure 18: The Jefferson National Expansion Memorial in St. Louis, 

Missouri, USA.
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Plate 4
Figure 19: Compressive strength of  fired pellets (1200oC, 120 min) produced 

with selected organic binders [5].
Figure 20: The compressive strengths of  magnetite pellets produced with 

selected organic binders [7].
Figure 21: The compressive strengths of  hematite pellets produced with 

selected organic binders [12]. cylinder.

Plate 5
Figure 22: Compressive strengths of  wet and dry pellets and drop numbers of  

wet pellets [16].
Figure 23: Effect of  calcined colemanite addition level on the com- pressive 

strength of  fired magnetite pellets made using -200 mesh particle 
size [16].

Figure 24: Effect of  bentonite and calcined colemanite addition on the 
compressive strength of  magnetite pellets made using -200 mesh 
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Plate 6
Figure 25: The drop numbers and moisture contents of  magnetite pellets 

produced with different binders [18].
Figure 26: The drop numbers and moisture contents of  hematite pellets 

produced with different binders [18].

Plate 7
Figure 27: Compressive strength of  pre-heated and fired magnetite pellets 

produced with calcined colemanite [7].
Figure 28: Compressive strength of  pre-heated and fired hematite pellets 

produced with calcined colemanite [12].
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Plate 8
Figure 29: Compressive strength of  magnetite pellets produced with different 

boron compounds [7].
Figure 30: Compressive strength of  hematite pellets produced with different 

boron compounds [12].
Figure 31: Compressive strength of  magnetite pellets produced with organic 

binder-colemanite combinations [18].

Plate 9
Figure 32: Compressive strength of  hematite pellets produced with organic 

binder-colemanite combinations [18].
Figure 33: Compressive strength of  hematite pellets produced with bentonite-

colemanite combinations [19].

USE OF BORON COMPOUNDS AS BINDERS IN IRON 
ORE PELLETIZATION

USE OF BORON COMPOUNDS AS BINDERS IN IRON 
ORE PELLETIZATION

89 | 988 | 8



Ve     08  18

Plate 10
Figure 34: (a) SSSC for a station at Borovoye, Kazakhstan (BRVK, Fig. 

42), derived by ray tracing in the 3D apparent velocity model 
(Fig. 7) for all source locations around the station, followed 
by subtraction of  the IASP91 travel times. (b) Travel-time 
residuals, relative to IASP91, of  145 events recorded at BRVK 
(Conrad et al., 2001) (dots) and a cross section of  the SSSC 
(a) along a line pointing away from the station and to the west 
(dashed line in plot a). Note that although obtained without any 
of  these events, the SSSC reflects their trend (advance relative to 
the IASP91), and the remaining misfit should be due to the local 
(near-source or near-BRVK) structures not captured in the model.

Figure 35: (a) SSSC for a station at Borovoye, Kazakhstan (BRVK, Fig. 
42), derived by interpolation of  the travel-time residuals of  the 
“Kitov” (Kitov et al., in review) data set relative to the reference 
SSSC (Fig. 34). (b) Final travel-time residuals, relative to the 
final SSSC, of  145 events recorded at BRVK (Conrad et al., 
2001) (dots) and a cross section of  the SSSC along a line to 
the west from the station (dashed line in plot a). The remaining 
residuals should be due to conflicting picking errors.

Plate 11
Figure 36: Imaging of  the Kola Superdeep Borehole site from satellite.

3D FIRST-ARRIVAL REGIONAL CALIBRATION 
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Plate 15
Figure 38: Erik Aadahl working in the field on “Transformers 2: Revenge 

of  the Fallen.”

SOMETHING RELATED TO FILE NOMENCLATURE Plate 14
Figure 37: The Kola Superdeep Borehole on the Kola Penninsula in Russia. 

Drilling commenced in 1970 and ended in 1989 at 12,262 
meters in depth.

3D FIRST-ARRIVAL REGIONAL CALIBRATION 
MODEL OF NORTHERN EURASIA
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Plate 15
Figure 40: Reiki practitioner with pregnant patient.

SOMETHING RELATED TO FILE NOMENCLATURE 

Plate 14
Figure 39: Reiki practitioner with pregnant patient.
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Plate 16
Figure 41: André Kertész circa 1980 in his apartment. 
 Photograph by Bill Rauhauser.

STILL LIFE POLAROID PHOTOGRAPHS

 16 But Ruth said, 
“Do not urge1 me to 
leave2 you or turn back 
from following you; for 
where you go, I will go, 
and where you lodge, I 
will lodge. Your people3 
shall be my people, and 
your God4, my God.
 
 17 “Where you die, 
I will die, and there I 
will be buried5. Thus 
may the Lord do6 
to me, and worse, if  
anything but death7 parts 
you and me.” 

96 | 16
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urge1: pâga‛; to impinge, by accident or violence, or by 
importunity:—come (betwixt), cause to entreat, lay, light 
[upon], meet (together), pray, reach, run.

leave2: ‛âzab; to loosen, i.e. relinquish, permit, etc.:—
commit self, fail, forsake, fortify, help, leave (destitute, off), 
refuse, surely.

people3: ‛am; a people (as a congregated unit); spec. a tribe 
(as those of  Israel); hence (collect.) troops or attendants; a 
flock:—folk, men, nation, people.

God4: ’ĕlôhîym; gods in the ordinary sense; but spec. used 
(in the plur. thus, esp. with the art.) of  the supreme God; 
occasionally applied by the way of  deference to magistrates; 
and sometimes as a superialtive:—angels, exceeding, God 
(gods) (-dess, -ly), (very) great, judges, mighty.

buried5: qâbar; to inter:—in any wise, bury (-ier).

do6: ‛âsâh; to do or make, in the broadest sense and widest 
application (as follows):—accomplish, advance, appoint, 
apt, be at, become, bear, bestow, bring forth, bruise, be 
busy, certainly, have the charge of, commit, deal (with), 
deck, displease, exercise, fashion, feast, [fight-] ing man, 
finish, govern, grant, great, hinder, hold ([a fest]), indeed, 
be industrious, journey, keep, labour, maintain, make, be 
meet, observe, be occupied, offer, officer, pare, bring (come) 
to pass, perform, practice, prepare, procure, provide, put, 
requite, sacrifice, serve, set, shew, sin, spend, surely, take, 
throughly, trim, very, vex, be [warr-] ior, work (-man), yield 
use.

death7: mâveth; death (nat. or violent); concr. the dead, 
their place or state (hades); ruin:—(be) dead ([-ly]), death, 
die (-d).
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Fast and accurate location of  problem events at regional 
distances is among the key tasks of  seismic nuclear 
test monitoring. In the current practice, such location 

is attained through construction of  regional travel-time 
correction surfaces (source-specific station corrections, SSSCs) 
for the existing and proposed stations participating in seismic 
monitoring. SSSC corrections are obtained through prediction 
of  the regional travel times followed by some kind of  spatial 
interpolation (e.g., kriging) of  the travel times measured from 
well-located “ground truth” (GT) events (Myers and Schultz, 
2000). Where recordings of  regional GT events are too sparse for 
meaningful interpolation, travel-time calibration is performed 
in terms of  characterization of  the propagation of  seismic 
phases within the region of  interest. Such characterization 
is performed either by associating the types of  crustal and 
mantle tectonics with their corresponding travel-time patterns 
(Tralli and Johnson, 1986) that are further combined using 
empirical rules (Bondá́r and Ryaboy, 1997; Yang et al., 2001) 
or by building 3D velocity models (Villaseñor, 2001; Priestley 
et al., 2002).
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hundreds of  chemical explosions (Fig. 42). Digital seismic data 
from several of  these profiles have recently become available 
and provide unparalleled data sets for seismic calibration of  
northern Eurasia.

DSS/PNE data have been extensively studied for mantle 
velocity and attenuation structure (Yegorkin and Pavlenkova, 
1981; Mechie et al., 1993; Pavlenkova, 1996; Morozov et 
al., 1998b; Morozova et al., 1999; Nielsen et al., 1999) and 
mantle and crustal scattering (Ryberg et al., 1995; Morozov 
et al., 1998a; Morozov and Smithson, 2000; Morozov, 2001; 
Nielsen et al., 2003; Nielsen and Thybo, 2003). Here, we 
present an application of  DSS data to travel-time calibration 
of  northern Eurasia by using a new seismic calibration 
technique inspired by the good areal coverage, density, and 
continuity of  the data sets. Controlled source recording 
offered unique opportunities for characterization of  the 
lithospheric structures across the key tectonic boundaries 
and also for continuous observations of  seismic events 
propagating across 0-3000 km ranges. PNE energy (mb >5) 
and spatial sampling density (10–20 km) were sufficient for 
consistent recording of  the arrivals, capturing the detailed 
travel-time variations caused by the regional and local crustal 
structures (Figs. 43-45).

Although significantly denser and more continuous than most 
data sets available to calibration seismology (Figs. 42-45), DSS 
profiles are still far from the coverage required for a sufficiently 
detailed, 3D velocity modeling. In particular, owing to the 
nonuniqueness of  1D refraction travel-time inversion (Healy, 
1963; Morozov, 2004), large and uncontrollable velocity-
depth uncertainties would always remain in the resulting 
models. Fortunately, most of  these uncertainties have little 
impact on the travel times; therefore, in the context of  seismic 
calibration, an appealing approach would consist in cataloging 
the observed travel-time patterns directly, without attempting 
to mitigate the uncertainties of  velocity inversion or resorting 
to associations of  travel-time dependencies with tectonic types. 
Such cataloging could incorporate the key physics of  the 
model-based approaches and also result in 3D velocity models 
(however, with the difference of  their being the apparent 
velocity models).

Figure 42:  Six ultra-long DSS PNE profiles of  this study. Filled stars 
indicate the PNEs. Station BRVK for which we build an SSSC 
(Figs. 34-35) is indicated (filled triangle). PNEs in profiles 
QUARTZ and CRATON are labeled. Each of  the PNE lines 
also included 20–50 chemical explosions for characterization of  
the crust; however, these records were not used in this study. Gray 
stars on Kola Peninsula and within the East European Platform 
indicate the locations at which additional travel-time curves from 
the regionalization by Conrad et al. (2001) were used.

In northern Eurasia, which is a focus area of  seismic nuclear 
test monitoring, the first of  these approaches is practically 
impossible without special calibration explosions. This vast area 
is largely aseismic, very few GT events are available, and station 
coverage is sparse. However, owing to the extensive program 
of  lithospheric seismic studies (Deep Seismic Sounding, DSS) 
carried out in the former Soviet Union in the 1960s through 
the 1980s, this area is also among the world’s best covered 
with controlled-source, refraction-reflection profiling. A dense 
network of  DSS projects traversed most of  the territory of  the 
Soviet Union and included a grid of  regional-scale profiles that 
recorded Peaceful Nuclear Explosions (PNEs), several nuclear 
tests at Semipalatinsk and Novaya Zemlya test sites, and 
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The existing empirical travel-time calibration method is 
based on regionalization, that is, subdividing the area of  
interest into several regions, each of  which is associated with 
the corresponding travel-time versus offset dependence. For 
sources and receivers located in different regions, the regional 
travel-time dependencies are combined by using a heuristic 
interpolation rule (Bondár and North,1999; Bondár et al., 
2001; Yang et al., 2001), such as:

     

where S and R represent the source and receiver (both 
assumed to be located close to the surface), Li is the length of  
the great-arc segment connecting S and R and lying within the 
ith region, and dSR = ∑iLi is the total source-receiver distance. 
The regions are outlined based on their tectonic types, and 
several regionalization schemes have been proposed for 
northern Eurasia (Kirichenko and Kraev, 2000; Conrad et 
al., 2001).

Although equation (1) is convenient for interpolation, it is not 
based on the physical principles of  body-wave propagation 
through the crust and mantle. Travel times at all offsets are 
interpolated as if  the corresponding seismic phases were 
propagating along the surface and at a constant velocity. 
Dense DSS travel times (Fig. 46) illustrate a typical problem 
of  assigning fixed travel-time patterns to large areas in this 
method. The regions are far too large to account for the 
crustal variability and, yet, too small to allow a meaningful 
description of  the seismic phases propagating within the 
mantle. Assigning a single shallow structure to large areas 
appears to be a conceptual limitation insurmountable in this 
regionalization/interpolation approach. However, crustal 
structures are known to both exhibit the greatest variability and 
to have the strongest impact on the travel times (this has also 
been well documented in DSS interpretations; e.g., Morozova 
et al., 1999). Subdividing the regions into smaller blocks does 
not alleviate the problem because, with smaller regions, the 
edge effects caused by the ray paths crossing region boundaries 
become more pronounced.

Figures 43-45: First-arrival travel times from PNE QUARTZ-4 within the 
Altai foreland, recorded across the West Siberian Basin, Ural 
Mountains, East European Platform, and Kola Peninsula 
(Fig. 42). Travel times are relative to IASP91, and the line 
represents our first-arrival picks. PNE recordings offer unique 
opportunities for observation of  seismic phases from a single 
event at close geophone spacings (∼10–20 km). Note that 
the first arrivals are consistent, are well correlated, and show 
variations caused by the variations in crustal structures and a 
major travel-time gap near 1500-km offset. Also note the up 
to 4-sec travel-time advance relative to the IASP91 which is 
typical for this region.

The scale-length disparity could be resolved by abandoning the 
fixed region boundaries and making the travel-time interpolation 
(1) dependent on the offsets or, equivalently, ray parameters. 
Such interpolation would be based on the diving-wave 
kinematics and, thereby, reflect the vertical stratification and 
variable scale lengths of  the lithosphere. Travel-time mapping 

*
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would be more detailed at the near offsets corresponding to the 
shallow velocity structures where the variability is predominant. 
At progressively greater offsets, the model would lose detail 
because of  decreased data coverage, greater path averaging, 
and also lower-velocity heterogeneity within the mantle. 
Another desirable requirement for any travel-time calibration 
model is that, in sparsely-sampled areas, the predicted travel 
times should approach the nearest available regional readings 
rather than be controlled by some “reference” curve based on 
global averages (as it is commonly done with the International 
Association of  Seismology and Physics of  the Earth’s Interior 
[IASPEI 91] model in existing methods).

Next, we describe a practical travel-time interpolation scheme 
implementing the preceding principles. When applied to 
regionalized models, this approach could be viewed as a more 
physical (i.e., employing diving-ray kinematics) alternative to the 
interpolation method (1); at the same time, the method does not 
require classification of  the travel-time patterns and, similarly to 
tomography, it could be applied to large data sets with complex 
spatial data distributions. By contrast to 3D velocity modeling, 
this method is purely empirical, free from numerous problems 
related to inversion of  incomplete and heterogeneous data, and 
focuses on the primary goal of  travel-time prediction. Along 
with refraction travel times, generalized travel-time patterns 
associated with tectonic blocks could also be included in this 
interpolation, and, thus, the regionalization-based approaches 
(Tralli and Johnson, 1986; Bondár and Ryaboy, 1997; Bondár et 
al., 2001; Conrad et al., 2001) could be implemented readily as 
special cases of  the proposed method. The approach is illustrated 
on several DSS/PNE profiles and results in a continuous, 3D 
travel-time model of  northern Eurasia. Finally, from this model, 
the SSSCs for station BRVK are calculated and applied to 145 
events recorded at this station.

METHOD

Depending on the way travel-time patterns are parameterized 
and associated with surface locations, multiple interpolation 
schemes can be devised, and it is important to use the one 
reflecting the fundamental nature of  the travel-time problem. 

Travel times vary systematically with offsets rather than with 
geographic coordinates of  the receiver, and, thus, they do not 
readily lend themselves to spatial interpolation of  the type 
(1). By contrast, velocity structures are associated with spatial 
coordinates and can be interpolated in a natural manner. 
Thus, instead of  a direct interpolation of  the travel times (1), 
our travel-time mapping is performed through interpolation 
of  an effective “apparent velocity structure.” This mapping is 
performed in a series of  three transformations:

        

Here, i = 1 . . . N counts the observed travel-time curves, Li is 
the great arc connecting the source and receiver, r is the range 
(source-receiver distance) approximated along the great arc, 
t(r) is the observed travel time, p is the ray parameter, s(p) is 
the delay (intercept) time (Buland and Chapman, 1983), x and 

Figure 46:  First-arrival travel times from seven QUARTZ and CRATON 
PNEs in northern Eurasia illustrating some of  the problems of  
the existing travel-time interpolation approaches (1). Because 
of  the crustal and uppermost mantle variability, the travel times 
vary by up to 2–3 sec. Note the ∼5-sec travel-time lags within 
the 1500-2000 km ranges due to the low velocities within the 
mantle structure under the QUARTZ profile (labeled LVZ; 
Morozova et al., 1999). Such variations cannot be reproduced 
by selecting either smaller or bigger regions in formula (1). 
Also, the local, near-source, and receiver crustal structures create 
travel-time shifts that should not be propagated to great distances 
for travel-time prediction in adjacent areas.
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y are the spatial (geographic) coordinates, and ∆z is the layer 
thickness in the resulting 3D apparent-velocity model. The 
Herglotz-Wiechert transform (HWT) is used to encode the s(p) 
dependencies into the equivalent “apparent velocity columns,” 
∆z(p), that are further spatially interpolated to yield a 3D model 
cube, ∆z(p|x,y). Because it combines the 2D geographical 
variability with 1D treatment of  the depth dimension, we refer 
to this method as the 1.5D approximation. The details of  this 
three-step procedure are given subsequently.

s−p TRANSFORMATION OF TRAVEL TIMES

First, the observed travel-time curves are transformed into the 
s − p domain (Bessonova et al., 1974; Buland and Chapman, 
1983), thereby introducing a uniform parameterization of  
the resulting maps by the ray parameter, p. Note that s is 
also often called the intercept time in exploration seismology 
(Sheriff  and Geldart, 1995, section 4.3). To obtain an s(p) 
curve, we select a dense and uniform grid of  ray parameters 
(at an increment of  2 • 10−4 sec/km in this study), and build 
an envelope of  each of  the travel-time curves t(offset) (Fig. 
47). To decrease the sensitivity of  the envelope to the statics 
(short-scale variations of  the travel times caused by near-
receiver velocities), the t(r) travel times were smoothed by 
using a running-average filter with length increasing from 50 
km at zero offset to 150 km at 3000 km.

The s − p parameterization of  the travel times is advantageous 
in this problem in two ways: (1) ray parameters are related 
to the crustal and mantle velocities, and, therefore, unlike 
source-receiver distances, they can be described as functions 
of  geographic coordinates; (2) it also serves as a filter reducing 
the effects of  receiver statics on the observed travel times. In 
transforming the travel times, we use a dense and uniform 
grid of  ray parameters ranging within the limits carefully 
measured for each travel-time branch. When the travel-time 
moveout changes sharply across velocity discontinuities, 
such parameterization remains robust and results in linear 
s(p) segments corresponding to sets of  travel-time tangents 
passing through the same t(r) point (Fig. 47, inset). In the 
subsequent analysis, we retain all the corresponding (s, p) 

values, and thus do not impose any discontinuities in the 
underlying apparent-velocity models.

MAPPING OF THE s−p TRAVEL TIMES 
INTO DEPTH

After sampled travel-time curves {pi, si} are obtained, they 
are converted into the corresponding stack of  layers ∆zi(p) by 
using a discrete form of  the Herglotz-Wiechert transformation 
(HWT) implemented as a layer-stripping procedure (Sheriff  
and Geldart, 1995, equation 4.43):

Here, ∆zi is the thickness of  the ith layer, (i ≥ 0), vi is its 
velocity, and

is the intercept time per unit layer depth (with hi being the 
incidence angle in the ith layer) (Sheriff  and Geldart, 1995, 
equation 4.42). The preceding parameters are computed in a 
single pass from the top of  the model to its bottom, and the 
resulting model predicts all the travel times si(pi) exactly. Earth-
flattening transformation can be applied if  true velocities and 
depths are of  interest; however, it is not required for the travel-
time interpolation.

The resulting ∆z(p) parameterization possesses two important 
properties that make it particularly useful for the subsequent 
interpolation: (1) the values of  ∆z(p) can be interpreted as 
layer thicknesses associated with the subsurface locations; 
(2) as differential characteristics of  the travel times (compare 
the second equation 3), the values of  ∆z(p) are computed 
progressively for decreasing values of  p, and the shallower 
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layers absorb the static time shifts. Consequently, the ∆z(p) 
parameterization is less sensitive to the propagation of  near-
source time shifts (caused by the variations in the crustal 
structure) across the entire offset range, which is the key 
problem with interpolation of  travel times using a direct, t(r) 
parameterization (1).

The velocity model (3) is unique by construction, and it 
predicts each of  the input first-arrival times s(p) accurately. To 
add lateral variability to these models, we associate (somewhat 
arbitrarily) each value of  ∆z(p) with the location of  the midpoint 
of  the great arc on the surface along which this value of  p was 
observed (Fig. 47). This results in a set of  ∆z(p|xi,yi) values of  
layer thicknesses at different geographical locations.

SPATIAL INTERPOLATION

In the last step of  the travel-time-mapping procedure, for 
each p, the corresponding layer thicknesses ∆z(p|xi,yi) are 
interpolated into a dense, 2D surface grid by using minimum-
curvature splines (adapted from Smith and Wessel, 1990), 
constrained to values of  ∆z ≥ 0. The result is a continuous, 3D 
layer-thickness model ∆z(p,x,y) that reproduces the input data 
and is suitable for ray tracing, computation of  SSSCs, plotting, 
and interpretation.

Thus, with complete travel-time curves from zero to 
the maximum recording offset available, the procedure 
represented by expression (2) results in an interpolated, 3D, 
travel-time model in a single pass, without uncertainties or 
iterative inversion steps. In this mode, this procedure could 
provide an alternative way to interpolate the regionalized 
travel times t(dSR) in equation (1). However, real travel-time 
data often have offset and travel-time gaps, and such gaps 
need to be accounted for in the interpolation. Clearly, no 
ideal solution exists to this problem of  missing data, and we 
resort to a reasonable heuristic approach, based again on 
interpolation of  the s(p) travel times.

GAPS IN THE OFFSET COVERAGE.

If  offset gaps are present in the data, we repeat the described 
mapping several times. In the first pass, we initialize the ∆z(p) 
model by using a single reference travel-time curve that could 
be, for example, an average t(r) picked for the entire region. The 
exact shape of  this starting dependence is not essential. Ray 
tracing within this model results in s(p) curves computed at the 
locations of  the gaps in offset coverage. For each travel-time gap, 
predicted reference s(p) times are linearly scaled (also using a 
factor linearly varying in p) so that they fit within the gap (Fig. 

Figure 47:  Approximation of  a travel-time curve by an envelope of  a suite 
of  linear travel-time segments (head waves) t(r) = s + pr (r is 
the source-receiver offset). For each value of  the ray parameter 
pi (which is assumed decreasing with increasing i and offset), 
we measure the corresponding intercept time, si. The (s,p) pair 
is then associated with the midpoint coordinates, mi, in the 
resulting 3D model (indicated by the arrows). Inset shows the 
case of  a velocity discontinuity, with an arbitrary set of  layers 
with velocities 1/p between 1/p1 and 1/p2 (dashed lines) 
hidden from the first arrivals by the deeper and faster layer. 
In such a case, inversion (3) is nonunique, and we choose the 
smooth, Herglotz-Wiechert solution, assuming that all these 
layers are present in the depth model.
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48). After the gaps are filled, the interpolation is per- formed 
again, and this procedure is repeated iteratively. In our DSS data 
set, the resulting travel-time field converged in two iterations.

Other possible alternatives to the described s(p) interpolation 
procedure include linear interpolation across the gap in the t(x) 
or s(p) domains (Fig. 49). Our preferred interpolation approach 
leads to travel times that are intermediate between these 
two extremes and that also resemble the travel-time patterns 
recorded in the adjacent areas. Therefore, this approach 
appears to provide a reasonable approximation of  the missing 
data within the offset gaps.

Gaps in Travel-Time curves. Gaps in the travel-time curves caused 
by low-velocity zones within the mantle represent another 
problem still not addressed in the existing regionalizated travel-
time models (Bondár et al., 2001) yet critical for our study area 
(Figs. 50-52) (Mechie et al., 1993; Morozova et al., 1999) . From 
the PNE studies, gaps of  up to ∼5 sec occur near ∼1500 km 
offsets (Fig. 46) from shots within the East European Platform 
and in the southern part of  Western Siberia (Fig. 42) but not 
under the Siberian Craton (Mechie et al., 1997; Nielsen et al., 
1999). To account for such gaps in the s − p interpolation 
method, it is only necessary to split the t(r) travel-time curves into 
the appropriate segments with nonoverlapping ray parameters 
(Fig. 50). This results in discontinuous s(p) dependencies (Fig. 
51), with the corresponding ∆z(p) models (Fig. 52) reproducing 
the travel-time gaps (thick line in Fig. 52), and the travel-time 
interpolation providing smooth transitions into the areas where 
no gaps are found.

Low-velocity zones lead to strong nonuniqueness of  1D 
travel-time inversion (3), and additional constraints on the 
extents and amplitudes of  the velocity anomalies are required 
(Bessonova et al., 1974; Morozov, 2004). In our modeling, low-
velocity zones are replaced with depth intervals of  zero vertical 
gradients (Fig. 52). Reflection travel times and amplitudes 
could be used to improve these models, but such data are 
limited to only a few interpretations (Morozova et al., 1999). 
Nevertheless, despite the uncertainty of  the mantle structure, 
our travel-time modeling appears to reproduce the observed 
regional first-arrival travel times sufficiently closely (Fig. 50).

PREDICTION OF TRAVEL TIMES

The method was applied to each of  the observed travel-time 
curves picked from 19 PNEs in northern Eurasia and from 
several published regional DSS investigations in Kazakhstan 
(Antonenko, 1984; Zunnunov, 1985; Shatsilov et al., 1993). To 
stabilize the interpolation near the edge of  the model, and also 
to illustrate the use of  generalized travel-time dependencies 
associated with tectonic types, additional travel-time curves 
were included within the Baltic Shield and East European 
Platform (Conrad et al., 2001) (Fig. 42). The resulting map, 
in the form of  constant-slowness surfaces, z(p|x,y), is shown 

Figures 48-49: (a) Treatment of  gaps in the offset coverage. The heavy line 
represents the observed travel-time segments; the thin line is 
the resulting interpolated segment within the gap. A travel-time 
curve is derived from the current iteration of  our 3D layer-
thickness model ∆z(p,x,y) (dashed line); its appropriate segment 
is extracted (heavy dash) and scaled to fill the gap (heavy 
arrows). Scaling is performed in the s(p) domain by using a 
factor that varies linearly between the ray parameters bordering 
the gap (pmin and pmax). (b) Comparison of  this interpolation 
method with two other approaches: linear interpolation in the 
t(x) (dashed line) and s(p) (dotted line) domains. Note that 
our interpolation yields travel times (thin solid line) that are 
intermediate between these two and are also more likely to 
correspond to the travel-time pattern within the area.
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in Figures 53-55. Note that the principal objective of  the ray-
parameter parameterization is separation of  the crustal (high 
values of  p) and mantle (p ≤ 0.12 sec/km, that is, velocity greater 
than 8.3 km/sec) contributions. As expected, the high-p (small-
offset) maps are based on denser data coverage and show more 
detail; at the same time, the sparsely sampled low-p readings 
still control the adjacent regions and no external reference 
model (such as the IASP91) is required. Note that for smaller 
regions (such as the Urals in Figs. 53-55), shallow (higher-p) 
structure appears to correlate with the regionalization, whereas 
at greater depths this correlation is less apparent.

To predict the travel times between any two points within 
the region (Figs. 53-55), we trace rays through the resulting 
∆z(p|x,y) maps by using an approximate, 1.5D procedure 
corresponding to mapping (2). Travel times are computed 
within vertical cross sections along the great circle paths and 
assuming that the ∆z(p) layers are locally horizontal along 
the ray path (Fig. 56). With reference to the layer-stripping 
procedure (3), the predicted travel time t and offset r become:

and the summations are performed over all the N(p) layers 
for which pvi < 1. Because the layer thicknesses ∆zj(x,y) are 
now spatially variable, these summations are started from the 
source, proceed to the bottom layer, and go back to the surface 
near the receiver. The ray parameter p in expressions (5) is 
iteratively adjusted so that the ray ends at the receiver. Unlike 
two-point 3D ray tracing, this shooting method is fast and 
does not suffer from shadow zones caused by transitions across 
lateral- and depth-velocity contrasts.

When low-velocity zones are present, head waves from the 
shallow layers could mask the deeper arrivals in the first breaks 
(dashed line in Figs. 50-52). However, in practice, because of  
their low amplitudes, head waves are often not observed at large 

offsets, and travel-time gaps are identified in the first arrivals. 
To reproduce such travel-time gaps in ray tracing, head-wave 
propagation distances need to be restricted. In our approach, 
this is achieved by introducing an additional model parameter, 
α, controlling the maximum head-wave propagation distance:

where rcrit(p|x,y) is the critical distance for a ray with slowness 
p and bottoming beneath point (x,y). This parameter is also 
assigned to the individual travel-time curves and spatially 
interpolated together with ∆z. During ray tracing, the 
interpolated values of  α are used to control the maximum 
extents of  the head waves in each model layer (Fig. 57). In 
Figure 50 and in the following example, α was set constant 
and equal to 1.3 everywhere in the model.

Figure 34a shows the interpolated travel times for station 
Borovoye in Kazakhstan (BRVK) (Fig. 42) and surface sources 
within a radius of  ∼2000 km around it, derived by using the 
3D model in Figures 53-55. We subtracted the IASP91 times 
from the interpolated travel times, so that the resulting time 
differences can be directly compared with the SSSCs normally 
used in the travel-time calibration.

DISCUSSION

The empirical travel-time-mapping scheme described by 
expression (2) should be viewed as an alternative travel-time 
interpolation scheme to method (1) rather than as an attempt to 
invert for the velocity structure within the region. This method 
still does not reflect the full complexity of  the travel times (in 
particular, it does not account for their azimuthal dependence). 
Like any inversion of  diving-wave travel times, the underlying 
model is highly nonunique (Morozov, 2004), and the choice of  
the HWT solution (3) is dictated by its smoothness, absence 
of  negative-velocity gradients, and the ability to construct 
the model in a single pass of  the algorithm. The only two 
objectives of  this model are to accurately predict the observed 

*
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first-arrival travel times while honoring the fundamental travel-
time properties of  body-wave seismic waves in the layered 
Earth. Note that within the context of  these objectives, and 
because the preceding model uncertainty is not reflected in the 
first-arrival travel times, the HWT solution thus appears to be 
a good representative of  the class of  possible models.

Compared with the existing approach (1) (Bondár and Ryaboy, 
1997), this method offers significant improvements in pursuing 
both of  these objectives; first, by utilizing significantly 
larger and densely spaced travel-time data sets (both raw 
and derived from regional generalizations), and second, by 
emphasizing the offset dependence in the travel-time patterns. 
No regionalization (i.e., subdividing the area into blocks) is 
needed; however, the traditional regionalized travel times 
(Conrad et al., 2001) or velocity models could be used in this 
interpolation scheme along with other data, similarly to those 
for the Baltic Shield and East European Platform in Figures 53-
55. Without the use of  the DSS travel times and by assigning 
multiple sampling points and fixed travel-time curves within, 
for example, Conrad et al. (2001) regions, interpolation should 
also reproduce (not exactly but within the errors caused by the 
regions’ edge effects in formula 1) the predictions of  this type 
of  regionalization.

The resulting travel-time model of  northern Eurasia (Figs. 
53-55) reflects both the regional features and local variability 
sampled by the present data sets. The seismic velocity structure 
beneath this region differs from the global average, with the 
regional P waves at 2000 km arriving by ∼5 sec earlier than 
in the IASP91 model (Mechie et al., 1997) (Fig. 46). Within 
the region, significant structural variations are apparent (Fig. 
46), suggesting that a single, 1D velocity model for the whole 
region (Ryberg et al., 1998) is hardly viable. By contrast, while 
retaining its character of  a catalog of  the observed travel 
times, the 3D model provides adequate representation of  both 
the overall regional character of  travel times and their local 
variability.

The SSSC surface obtained from the interpolated DSS travel 
times (Fig. 34a) illustrates the utility of  the method for practical 
travel-time calibration. Although the number of  data points 

Figures 50-52: Treatment of  mantle low-velocity zones, using the example of  
PNE QUARTZ-4. (a) The observed travel time (tt) curve 
is split into two segments with nonoverlapping ray parameters 
(gray dashed lines). The IASP91 travel-time curve is shown 
for comparison. The thick line corresponds to the travel times 
obtained by ray tracing in the resulting model obtained by 
the Herglotz-Wiechert transform (HWT; equation 3). The 
reduction velocity is 10 km/sec. (b) The s(p) curves obtained 
for each of  the travel-time segments, as labeled. (c) Velocity 
model resulting from the HWT inversion of  the discontinuous 
s(p) dependence. The dashed line shows the velocity cross 
section across the QUARTZ 2D model (Morozova et al., 
1999). Note that the low-velocity zone below ∼220 km in 
the model by Morozova et al. (1999) is represented by a thick, 
constant-velocity layer in the HWT model.
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used in the analysis is limited (Figs. 53-55), the SSSC reflects 
the key travel-time features of  the region, such as the systematic 
P-wave travel-time advance relative to IASP91 (Fig. 34a). 
Note that the general pattern of  the SSSC shows consistently 
increasing travel-time advances rather than concentric patterns 
typical of  SSSCs derived by using the IASP91 travel times as 
the reference model (Yang et al., 2001). Such patterns arise 

from the tendency of  conventional algorithms to revert to a 
reference model (such as IASP91) when no calibration data 
are available. By contrast, in our method, the average travel 
times in northern Eurasia are automatically accepted as the 
reference model, and the IASP91 model is not utilized at all.

The SSSC for BRVK (Fig. 34a) was derived without any GT 
events and also without any recordings at BRVK. Note that 
this SSSC correctly reproduces the regional travel-time trend 
and reduces the residuals of  the events observed at the station 
(Fig. 34b). Accounting for the remaining residuals would 
clearly require detailed knowledge of  the crustal structure or 
travel times from reliable events. This SSSC could thus be 
viewed as a reference model that could be further refined by 
using GT events. Implementation of  1.5D ray-tracing (Figs. 
56-57) in a 3D ∆z(p|x,y) model cube is simpler than the travel-
time interpolation across the boundaries of  geographic regions 

Figures 53-55: Constant-ray parameter surfaces in Northern Eurasia from 
interpolation of  the picked first-arrival travel times. Picks 
from all of  the PNE were used (midpoints are indicated 
by black dots) and complemented with picks from regional 
DSS investigations in Kazakhstan (gray dots) and the East 
European Platform (gray stars). Contours show some of  the 
tectonic regions of  Conrad et al. (2001). Note the variability 
of  these isopach maps with ray parameters. The shallow maps 
appear to correspond well with some of  the regions of  Conrad 
et al. (2001) (e.g., the Urals and the West Siberian rift 
(WSR); labeled).

Figures 56-57: The 1.5D ray tracing. (a) Diving waves and (b) head waves 
whose maximum horizontal extension is limited by an 
additional layer parameter dr (equation 6). Rays are traced 
from the source to the receiver assuming a locally horizontally 
layered velocity structure. Velocity within the ith layer is 
constant and equal to 1/pi (see equation 3); however, the layer 
thicknesses and depths may vary laterally. The shape of  the 
ray is controlled by its ray parameter, which is determined by 
iterative trial shootings aim- ing at the receiver.
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(Bondár and Ryaboy, 1997; Bondár and North, 1999; Conrad 
et al., 2001), and it could be readily incorporated into SSSC 
modeling procedures.

To test the performance of  our approximate SSSC, we 
subtracted its predicted travel times from the first-arrival 
times of  145 events recorded at BRVK from 1967 to 2000 
(Conrad et al., 2001). Although obtained without using these 
events, the SSSC reflects the trend in their offset dependence 
(Fig. 34b); however, significant scatter is still present because 
of  unresolved crustal and uppermost mantle variations and 
picking uncertainties. Unlike the apparent velocity variations, 
these factors should be more localized in space, and kriging 
(Myers and Schultz, 2000) could be used to spatially average and 
predict these residuals. However, we utilized a simpler technique 
consisting of  a running average followed by interpolation 
utilizing the minimum-curvature splines (modified program 
surface from Generic Mapping Tools, Smith and Wessel, 1990). 
The resulting interpolated SSSC shows a somewhat stronger 
time advance relative to the IASP91 (Fig. 35a), with remaining 
travel-time residuals within ±1 sec (Fig. 35b). These residuals 
can be explained by neither source nor receiver travel-time 
delays and should be due to picking inconsistencies.

By introducing ray-parameter-dependent regionalization 
and mapping the travel times into depth, the new method 
also provides a link to model-based travel-time prediction 
techniques. However, instead of  the true crustal and mantle 
velocities, it utilizes a 3D apparent velocity (ray parameter) 
model (Figs. 53-55) that is free from many uncertainties 
caused by the choice of  inversion methods, regularization, and 
inherent ambiguity of  the first-arrival inversion.

Transformation of  the depth-interval model ∆z(p|x,y), into depth:

yields a 3D model of  the apparent velocity structure of  northern 
Eurasia (Figs. 58-61). Although bearing the typical ambiguities 
of  first-arrival inversion (Morozov, 2004), the model still reflects 

the variations in the structure of  the mantle in the region. 
The 3D travel-time modeling within this model should closely 
reproduce the observed first-arrival travel times; therefore, this 
velocity model could also serve as a reference for ray-tracing-
based travel-time calibration and for generation of  SSSCs. 
Compared with 3D travel-time tomography, the advantage of  
the proposed 1.5D method is in its natural handling of  sparse 

Figures 59-61: The 3D apparent P-wave velocity structure in Northern 
Eurasia derived from the ray parameter model in Figures 53-
55. Although this model is only one (the smoothest; Morozov, 
2004) of  the numerous possible solutions and actually 
represents only a way to parameterize travel times, its velocity 
variations show marked correlations with the boundaries 
of  tectonic blocks identified by Conrad (2001). Note the 
somewhat counterintuitive lower velocities under the Urals and 
Siberian Craton.



Ve     08  18 125124

travel-time data sets and inherent stability. No regularization, 
whose effects on the resulting velocity structure might be 
difficult to assess, is required. Because of  its smooth character, 
the model is not likely to create problems for 3D ray tracing. 
Most importantly, in areas of  poor data coverage, the resulting 
structure approaches a regional 1D model, and no reference or 
“preferred” model is required.

The described empirical travel-time calibration method contains 
potential for its improvement in several ways. Bayesian kriging 
could replace spline interpolation in predicting the spatial 
distributions of  layer-thickness parameters ∆z(p|x,y), thereby 
providing statistical estimates of  uncertainties in the apparent 
velocity models and travel times. Anisotropy parameters could 
be naturally incorporated in the model to account for azimuthal 
variations of  the travel times. Because of  the depth-ray-
parameter parameterization (3), the method can utilize depth-
velocity models (e.g., CRUST 5.1 in Mooney et al., 1998) that 
may be available for some locations in combinations with travel-
time curves for other places. The travel-time models could be 
refined by incorporating detailed maps of  the basement and 
Moho structure known from dense DSS and industry seismic 
studies (A. V. Egorkin, personal comm., 1995). Most importantly, 
this method could also be generalized to using, along with the 
DSS travel-time curves, much larger data sets of  all available 
travel times recorded in the region. With these enhancements, 
the 3D apparent velocity parameterization scheme could 
combine the purely empirical, interpretative “regionalization” 
and the model-based tomographic methods into a common 
integrated framework required for CTBT monitoring.

CONCLUSIONS

Ray-parameter-dependent interpolation of  the observed DSS 
first-arrival travel times results in a 3D apparent velocity model 
that could be utilized in travel-time calibration of  northern 
Eurasia in several ways: (1) as a simple, purely empirical way 
to construct approximate SSSCs for any location within the 
region; (2) as a regionally variable 3D reference model that can 
be used for developing SSSCs; and (3) as an alternative way 
to perform travel-time interpolation in the existing empirical 

regionalization methods, with the advantage of  utilizing the 
principles of  model-based approaches. The key advantage of  
this method is in its ability of  using large heterogeneous (travel- 
time, velocity) data sets with no classification or regionalization 
effort required. The resulting 3D model can be used to generate 
approximate SSSCs for any location, and mapping of  the first-
arrival travel-time patterns into depth leads to characterization 
of  the general variability of  the upper mantle velocity within 
the region.
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FILE NOMENCLATURE AND 
KEYWORDING OR ETCETERA

Erik Aadahl

Erik Aadahl has worked as a Sound Designer, 
Sound Effects Director, Supervising Sound Editor, 
and Foley Editor. He has worked on such films as 
Megamind, Ramona and Beezus, Shrek Forever 
After, Monsters vs. Aliens, Kung Fu Panda, 
Transformers, Transformers 2: Revenge of  the 
Fallen, Superman Returns, Elektra, Hide and Seek, 
Daredevil, and The Last Castle, as well as television 
shows such as “NYPD Blue,” “Law & Order,” and 
“Family Guy.”  

In his youth, Aadahl played piano and began 
composing music using MIDI. After graduating 
Summa Cum Laude from USC in 1998, he became 
the Motion Pictures Editor Guild’s youngest union 
member.
 
Aadahl lives and works in Los Angeles and is 
currently working on Transformers 3.
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André Kertész is recognized as a pioneer in small-
format photography and is a celebrated member 
of  the milieu of  Piet Mondrian, Fernand Léger, 
and Tristan Tzara. Kertész has been published in 
numerous magazines, including L’Art vivant, L’Image, 
Vogue, Paris Magazine, Neue Jugend, Münchner, Illustrierte 
Presse, Uhu, The Sphere, LensWork, and Vu.

André Kertész was born in Budapest in July of  
1894, one of  three brothers from a middle class 
family. In 1914, Kertész was drafted into the Austro-
Hungarian army, where he bought his first camera 
and began photographing soldiers away from the 
front.

Immigrating to the United States in 1936 from 
Paris, he settled in New York, where he earned his 
living photographing architecture and interiors for 
magazines, namely House and Garden. It was not 
until he retired from commercial work at age 68 
that Kertész was free to focus again on the more 
personal subjects that had delighted him as an 
amateur.

His work was influential on a subsequent generation 
of  photographers practicing in Paris, including 
Man Ray, Brassaï, László Moholy Nagy, Berenice 
Abbott, and Henri Cartier-Bresson.
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STILL LIFE POLOROID 
PHOTOGRAPHS

André Kertész
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